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Ramon Chips

= Government funded, in Israel, since 2002

= Make ITAR-free rad-hard hi-reliability high-performance
processors for space

= Deliver & support for 30 years

= Combined leadership & heritage in
— RH & HR
— Semiconductors
— Architecture
e EE
— Applications
— Engineering
— Production
— Support
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RC64 motivation

= Meet and exceed the NG-DSP challenge
— From 1 GFLOPS to 40 GFLOPS and 150 GOPS

= Enable payload supercomputing for space
— Replace ASICs, FPGAs, GPUs, CPUs
— Planned for 30 years (2020-2050)

Chip
64 processors

Boardl Multi-boards
many chips supercomputer
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= 64 DSP cores

— CEVA X1643

— 300 MHz, 40 GFLOPS,
150 GOPS

= HW scheduler

= Modem HW accelerators
= 4 Mbyte shared memory
= Fast /O

= Rad-Hard, FDIR

= 65nm LP TSMC

= 10 Watt

= PBGA & CCGA 624

= Designed for
SOFTWARE-DEFINED-
PAYLOADS
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316 mm? Wire-bonded, IO around periphery

20.4 mm
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RC64 performance

= DVB-S2 modem: 2 Gb/s transmit, 1 Gb/s receive
= FFT (complex 16 bit fixed-point): 150 GOPS
= FFT (complex SP FP): 18 GFLOPS

= None of these use DDR3 external memory.
Only streaming

= 10 Watt
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RC64 vs other space processors
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Presenter
Presentation Notes
Maestro was designed by Boeing, funded by DTRA (US Government) as part of the OPERA program. It contained 49 cores from Tilera and was intended for fabrication on IBM 90nm SOI-CMOS process [Malone, MAPLD 2009]. The project seems to have ceased in 2011 and there have been no publications since then on any progress. Tilera, the IP provider, was acquired by EZchip and no longer supports the IP core.

ESA-21469 was an attempt by ESA (NGDSP effort) to buy license for the 21469 single-core DSP from Analog Devices (USA) and convert it into a space ASIC in Europe. The project was aborted due to very high cost of the license [analyzed by John Franklin, Astrium-UK as described on ESA DSP Day in 2012 and explained in presentations by Dr. Roland Trautner in ESA DSP Day 2014].

Proton 200k is a USA-made card with TI TMS320C6713 running as “temporal TMR” [Czajkowski & McCartha, “Ultra Low-Power Space Computer Leveraging Embedded SEU Mitigation,” IEEE Aerospace, 2003].

SSDP (Scalable Sensor Data Processor) is ESA-funded project by TAS-E and Recore to create a rad-hard DSP. Its first generation will include two Recore DSP cores and implement in 180nm CMOS using IMEC DARE library [DSP_Day_2014_-_SSDP_Development_Status_TASE.pdf, ESA DSP day, Sept 2014]

RADSPEED was a hardened version of the UK-based ClearSpeed CSX700 SIMD floating point accelerator [J. Marshall, MAPLD 2011]. ClearSpeed has ceased operations. 


RC64 Power Dissipation

= 64 DSP cores (300 MHz): 8 Watt
= 12 SpFi links (6.25 Gbps): 2 Watt

= Power is scalable by # cores, frequency, /O
— One core at 150 MHz, no SpFi: 60 mWatt

= Power—Performance

— 0.1 mW /MFLOP
= 10,000 MFLOPS / Watt
— 0.05 mW / MOP (Add or Mult)

— 0.1 mW / MegaMAC
= 10,000 MegaMAC / Watt
= 20,000 MegaOPS / Watt

@ Ramon Chips ©2016
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RC64 Package Options

= Thermal cycling control by HW & SW
— Temp sensors on-chip, SW maintains fixed temp
— Mitigation of column / ball shearing due to cycles

1. PBGA 624

— Wire bonded

2. CCGA 624
— Wire bonded

3. CLGA 624

@ Ramon Chips ©2016
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Pinout

2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

DRDQ46 | DRDQ45 | DRDQ43 | DRDQ40 | DRDQ35 | DRDQ32 | DRDQ27 | DRDQ24 DRCKNO DRCSN1 DRDQS2 DRDQSN2( DRDQS1 DRDQSN1

DRDQ47 | DRDQ44 | DRDQ41 | DRDQ36 | DRDQ33 | DRDQ28 | DRDQ25 DRCKEO DRDQ20 | DRDQ16 | DRDQ12 DRDQSNO

SFOARP || SFARFP  SFARFN DRDQ37 | DRDQ34 | DRDQ29 DRODTO DRCKE1 | DRDTO1 DRDQ17 | DRDQ13 | DRDQI DRDQSO |[DDRCLKN (| SFIDRP | SF1DRN

VVOACEN1NVOACENO|| DRDQ42 | DRDQ38 (|DRDQSN4|[ DRDQ30 | DRDQ26 | DRODT1 DRDTOO | DRDQ21 | DRDQ18 | DRDQ14 | DRDQ10 DDRCLKP

SFOATN SFOATP || NVOAALE NVOACLE |[DRDQSNS5 (| DRDQ39 | DRDQS4 || DRDQ31 [DRDQSN3| DRRSTN DRCSNO | DRDQ22 | DRDQ19 | DRDQ15 | DRDQ11 SFDRFP SF1DTP | SF1DTN

SF1ATP SF1ATN (INVOADQ! DRDQS5 DRDQ23 SFDRFN SFODTN SFODTP

INVOADQ1 | NVOACLK (VVUADUH Nv2CUub wv2Cull7 || NV2CDS  NV2CDR

SF1ARP | SF1ARN RESO1 [[NVOADQ2 NVOADQ3(NVOADQ5 INV2CDR)5 NV2CDQ4 SFODRN [ SFODRP

VV1ACENO|NVOADQ7 N 0ADQ6 INV2CD1 [NV2€DQ3 NV2CDQ2

NVIACLK NVIAWRN|VVIACEN1| NVOADR NVOADS INV2CDRI0 | NV2CCLE NV2CALE [NV2CWRN NV2CCLK

INV1ADQ4|NV1ADQ3 NV1ADQ2(NVIACLE N '1AALE INVICDQ7|| NVICDS NVI1CDR |NV2CCENONV2CCEN1

INVIADQS(| NVIADR NV1ADS (NVIADQ1 NV1ADQO INVICDR6 [NV1CDQ2 NVICDQ3 NV1CDQ4 NV1CDQS5

NV2AALE NV2ACLE INVIADQ7 N 1ADQ6 INVICDQ1 NV1CDQO NVICCLK NVICWRN|

INV2ADQ2(INV2ADQ1 NV2ADQO|VV2ACEN1NV2ACEN( NVOCIR |[NVICALE NVICCLE |[NV1CCEN1NV1CCENO

INV2ADQ3(|INV2ADQ7 NV2ADQ6(|NV2ACLK N\ 2AWRI NVOCLES |[NVOCDQ7 NVOCDQ6 [NVOCDQ5 NVOCDQ4

NV2ADR NV2ADS INV2ADQ5 NV2ADQ4 INVOCDQ3 NVOCDQ2 [NVOCDQ1 NVOCDQO

NVOCALE NVOCCLE

SFOBRP | SFOBRN SYSCLKP S‘rSCKON SYSCKOP NV3BDS FVDCCI V1 NVOCCENO|| 10SELR SF3CRN SF3CRP

sysckn || Jarep_sFageN, NJ3BDR. ||’\IV“"U7 INV3BDQ6 [NV3BDQS
__ |

SFOBTP SFOBTN I0SELO SHORS INV3BDQ4 | SF3CTN SF3CTP

SF1BTN SF1BTP DBG NVOBCENO[NVOBCEN1| NVOBCLK | NVOBCLE | NVOBDQ3 | NVOBDS | NV1BALE | NV1BDQ1 [ NV1BDQS | NV2BCLE |[NV2BDQ1 |[NV2BDQ4 [NV2BDQ7 NV3BCLE |[NV3BDQ1 [[NV3BDQ2 | SF2CTP SF2CTN

JT™MS NVOBWRN|NVOBCEN2| NVOBALE | NVOBDQ4 | NVOBDR |NVIBWRN|NV1BDQ2 | NV1BDQ7 |NV2BALE |[NV2BDQ2 [NV2BDQ5 || NV2BDS |WV3BCENO||NV3BALE |[NV3BDQO| SFCRFN

SF1BRN SF1BRP RSTN TESTO TEST1 BCLK [NVOBCEN3| NVOBDQO [ NVOBDQS |NV1BCENO NV1BDQ3 | NV1BDS 28BDQ3 NV2BDR [NV3BCEN1|NV3BWRN NV3BCLK | SFCRFP SF2CRP | SF2CRN

SF2BRP SF2BTP SF3BTN SF3BRN NVOBDQ1 [ NVOBDQ6 |NVIBCEN1| NVIBCLK | NV1BDQ4 | NV1BDR |(NV2BCLK SFOCRN SFOCTN SF1CTP GND SF1CRP

SF2BRN SF2BTN SF3BTP SF3BRP NVOBDQ2 | NVOBDQ7 | NV1BCLE [ NV1BDQO [ NV1BDQS |NV2BCENO NV2BCEN1| SFOCRP SFOCTP SF1CTN SF1CRN
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Software-Defined Payload
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Software-Defined Payload
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RC64 Near-Term Development Plan

‘ 2016 ‘ 2017 ‘ 2018 ‘ 2019 ‘

Simulators

FPGA

RC64 design Fab| Test Screening Qualification

Eval Board

VPX Board 1 Board 2

SDK & SysSW

Reference Applications

@ Ramon Chips ©2016 15



® RC64 Task-Oriented Programming Model

= Shared memory (PRAM)

— No message passing among processors

= Single program, bare metal, no OS
— Many-core, not multi-core

= Code in TWO parts:
— Task-dependency-graph
— Sequential task codes

duplicable task
lock-free sharing Y=

@ Ramon Chips


Presenter
Presentation Notes
Duplicable tasks are designed for data parallelism: Written once, executed in many copies (instances)
Each instance receives a unique number (when dispatched by the scheduler). The instance number enables the task code in accessing its unique data in shared memory.

Each core can execute any task and any instance.
The scheduler dispatches a task (or instance) by sending TWO numbers to a core: code entry point, and instance number.
When the core completes execution, it sends a token back to the scheduler.


Code Example

Convert (independent) loop iterations
for ( 1=0; 1<10000; 1++ ) {

} l Task graph
duplicable ABC

into duplicable (parallel) tasks
set task quota (ABC, 10000)

Instance number
vold ABC (im Each task

{ ali1d] = bl[1d]*c[1d]; } <€

is sequential |

@ Ramon Chips © 2016 17


Presenter
Presentation Notes
Task map is a single box in this case (shadow means duplicable task)

Each instance computes ONE data element.
Number of instances equals number of data elements. Rather than equal to the number of cores !



RC64 SW Development Tools

Optimization & Parallel Event Recorder Parallel DSP
performance Program (time stamp Kernels &
tuning Profiler tracer) Libraries

Parallel RC64

Simulation
Program Cycle-Accurate I\Igart;y Core
Simulator Simulator ebugger
Parallel Task Compiler
Programming
Compiler _
tool chain Compiler, ASM, Linker CEVVA Core DSP Libraries
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RC64 Run Time Model

Message
|v| It

System Application Tasks
Services
C o:?nS;n d Network Error Correcting
Control Messaging DDR and Flash

1O API Many-Task API
Kernel S
Distributed Executive
HW Hardware (RC64 and Peripherals)

RC64 HW DMA Engines RC64 HW Scheduler
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Transparent / Regenerative SW-Defined PLD

CONTROL
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EOS Software-Defined Payload

}

RC64

RC64

Exploitation

RC64
By RC64 NN RC64 NN Encode & amma °*C 4
Compress Encrypt
Modulate

RC64
Sensors md Protocol ‘e

: memory
conversion

control

Solid State Mass Memory
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3U VPX cards

COMPUTE

WB TRANSMITTER

WB RECEIVER
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3U VPX 4X card
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Summary

= High performance DSP/CPU for space

= 64 cores, large shared memory, high speed I/O
= Simpler shared memory programming

= For software-defined payloads

= HW: chips, boards, multi-board modules

= SW: SDK, System SW, Reference Applications

= ES 2017
EM 2018
FM 2019

= Evening poster, another talk tomorrow
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