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INTRODUCTION

Spin.Works has developed a framework for prelimimaission performance simulators and for functicerajineering

simulation tools of varying degrees of freedom &dédlity, with the primary purpose of serving aslevelopment and
test platform of Guidance, Navigation and Cont®NC) algorithms. A simulation template consistinfgaogeneric

decomposition and interconnection of simulator k$pa@ uniform functional and data flow, and corgaiéd coding
standards have been defined, in order to guaranteémum reusability, support the continuous dewelept and

integration of new models in the existing framewarknimise the investment made, as well as expeabéeailoring

process involved in implementing simulation toods Specific applications. A model library has besst up, and
software tools to quickly deploy new simulationl®were developed.

This simulation framework has been successfullylémented in the scope of European Space Agency XB8jects

related to Entry, Descent and Landing, and apgliedifferent vehicle configurations (capsules,itiff bodies, space
planes, powered landers), for various mission phés@mely Entry, Terminal Area Energy Managemeadtlzanding).

The concept has also been applied to non-spaceitiasti namely for an unmanned aerial vehicle devetl by

Spin.Works which is currently undergoing flighttieg.

A SIMULATION TOOLSFOR SPACE SYSTEMS

Engineering simulation tools have become a key @mapt in the development of modern space systagardless of
mission, mission phase, environment, vehicle, stesy/subsystem. The increasing specialization ofpemies, as well
as the widespread availability of simulation softeyatend to devolve into an array of simulationlspaeveloped at
each contractor site, to support the design anh¢esf each component under their responsibitiégguiring additional

work to ensure compatibility with other simulatiplatforms at consecutively higher system integrat@vels.

While specific requirements are demanded by eacfe@rand system type, the development of dedicatedels, the
use of environment models at various fidelity lsy@lind time constraints in project execution, fesdly result in sub-
optimal solutions from the standpoint of their fitwapplicability, many of the underlying physicabpesses involved
are common even between very dissimilar projedk[d]), and a conscious choice is often made byganies and
institutions to work towards developing simulatitmols where both the development, testing and a&tbd efforts are
minimized across tasks, projects, and entire fiefdactivity.

It is with this perspective that Spin.Works hasealeped its’ own simulation framework. Simulatiork based on this
framework are applicable to different mission gexfj environments and vehicles of different typesfigurations and
complexity. The framework shall also support a mmg foreseeable evolutions with negligible adaptet The

following aspects have been considered as mininaguirements for simulation tools based on the fraonk:

- Missions: initially targeted towards all phases of Entrysbent and Landing, Rendezvous and Docking,
Formation Flying and Unmanned Aerial Vehicle migsio

— Degres-Of-Freedom (DOF): including but not limited to 3DOF, 4DOF, 6DOF silations

— Fidelity: models of varying fidelity, user-selectable dgrthe simulator configuration

— Vehicle: initially rigid-body models, but capable of supfieg multibody and/or flexible body simulations

— Planetary bodies: as a minimum Earth, Mars and the Moon, but easglgptable to any bodies including small
irregularly-shaped bodies

- Monte-Carlo capability: fully supported

- Real-Time: initially supported via IP communications only.

This paper described the properties, capabilitied some of the recent applications of Spin.Worksugation
framework.



In part B, the baseline architecture of simulatioals in the scope of this framework is describEkiis architecture
contains three components. First, we describe @rgersimulation template (part B.1), consisting afsystem

decomposition, data flow architecture and codirepdards. A second component of the framework arctite is a
model library (part B.2), which contains both a mbrepository (where all relevant model data isesdp as well as a
model and parameter database relying on XML fild® third component of the framework is a set dfveare tools

which interact with the other two components todume simulation tools compliant with the simulatiemplate. This
is described on part B.3.

The application of this framework to two specifi@eples related to ESA projects is then describgghit C, showing
the main aspects of the framework in terms of ti@mization of the effort involved in the deployntesf engineering
simulation tools.

B SIMULATION FRAMEWORK ARCHITECTURE

The simulation framework hereby described consiStiree components:samulation template applicable to a broad
array of simulation tools; eodel library in which a set of validated models are storedaddition to the necessary
code to operate these models in the scope of datioutool; and finally thesoftwar e tools which use data within and
between the two elements to quickly operationaisilation tools.

B.1. Simulation Template

Thesimulation template consists of atandard system decomposition and interlinking (shown ifrig. 1), astandard
functional and data flow architecture, and consolidated coding standards (derived from [3]) applicable to all
simulation software. This template can be seen gsreric architecture integrating the acquired Kedge of the
company with respect to the basic operations asttatbfeatures of dynamic simulation tools invotyil@NC systems.
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Fig. 1. Generic system decomposition and intenfiglaf a simulation tool. Example taken from thesistion tool
used in an ESA project.

The functional and data flow architecture estaklisfor the development of simulation tools can éeotinposed into 3
main elements: thengine, thecore and thenterface. These elements can be described as follows:

— Interface: This element consists of the Man-Machine IntexfgdIMI) and external interfaces. The user
interface is composed, on one hand, of eXtensitdeklp Language (XML) files and text editors for tew
simulation configuration files, and on the othenthghe Matlab command-line through which the user set-
up the simulation functional mode, run simulatiomske use of post-processing functions, etc.

— Engine: this is an intermediate layer of the simulatioanlt which works as an interface/translator betwien
user and the simulation core. It is responsibleafmigning values to parameters, setting up anfigcoimg the
simulation core; for managing the simulation (stnglr multiple) execution; and for post-processimgl a
plotting the simulation results.



— Core: this is the innermost layer of the simulation Ifoehere the main simulation processes occur, i.e.
numerical integration. It comprises the implemeaotabf the mathematical representations of on-begstiem
models (e.g. sensors, actuators, GNC) and of tla¢\Werld.

Taking into account these three elements, the seguef operations during the execution of a sinmtatool can be
described as follows: first, an MMI is operatedebyser to modify simulation parameters and triggerexecution of a
Simulation Manager. This Simulation Manager thefisca Configuration Module in order to load systestated
parameters from the available input files, desigribe simulation model to be used, and selectttte propagation
methods. Once relevant data has been loaded ietowtitkspace, a simulation is executed. Once ex@atus
completed, the time history of system states, dsasea list of relevant parameters, is savedtima-tagged binary file
for post-processing.

The interaction between the element&igf. 1 is further depicted ifig. 2.
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Fig. 2. Simulator data and control flow diagrar igvel)
B.2. Modd Library

A modédl library is used within the Spin.Works framework, similaidy[1], to promote the use of standard models and
parameters across simulation tools. The model rjpnsists of two elements: a centralizexddel repository,
containing both the models validated in previousuwation tools and any software components asstiti each
model, and anodel and parameter database consisting of two XML files, populated with metaddrom the available
library models.

Within the model repository, each model componentifce code with compiling setup data, configuratode and
binary files, run-time executable code and testines) is organised according to a standard fadtkeicture, similar to
the structure used in each simulation tool. A satearfixed hierarchy is also imposed to organiserépository itself.
Currently this hierarchy contains the followingrekents:

— Environment - planetary atmospheric models (Earth and Marsgpimeres are currently implemented, and
include wind models), planetary shape and gravitgats (including ellipsoidal models, spherical hanios-
based models for the Earth, the Moon and Mars, 2nddbody gravitational models based on planetary
ephemerides databases), topographic models, etc.

- Vehicle - core dynamics and kinematic models used by sitimn tools; vehicle-specific force and moment
models:

o Equationsof Motion - vertical-plane motion equations, 3DOF transtziomotion equations both in
inertial frames and planet-fixed around a spherimadly, 3DOF quaternion-based angular motion
equations, and aerodynamic-angles kinematics emsati
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Aerodynamic models - currently contains two capsule models (Huygekes-land Apollo-like
models) and an enhanced lifting body model (HL-20)

Solar Radiation pressure models - generic model based on simple vehicle geometrameters.

— GNC - consists of an expanding set of Guidance andrGomodels including:

Entry guidance, Terminal Area Energy Managementiguie, Approach and Landing guidance,

terminal descent guidance

Flight control systems applicable to entry capsuléisng bodies, space planes and powered landers
Several image processing models applicable toatdkacted by camera and Lidar sensors
Hazard detection and avoidance models based onraasmesors, Lidar sensors and as part of hybrid

(Camera+Lidar) systems

- Sensors - IMU sensors (accelerometres and gyroscopesyladé sensors, radar altimeter and doppler velocity
sensors, magnetometers, hazard detection sensore(g, Lidar)

— Actuators - thruster models and aerodynamic surface actuadoiels

— Toolbox - frame transformations (100+), flight data congpiains and parameter conversions, as well as
special mathematical functions and interpolations.

In parallel to this model repository, a Matlab-asxible database was set up where information dmlglack is stored.
This database consists oo files (one for themodels, and one for th@arameters in the repository). The model-
related file holds model descriptions, a model IEhim the library, inputs/outputs and the parameiesed, along with
typical configurations and a list of model elematsd in its operation. The parameter-relatecdhfillels information on
each parameter used in simulation tools: parandagtseription and units, a parameter 1D within thedry, and typical
parameter values and configurations.
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Fig. 3. Partial schematic representation of XMk fibntaining metadata on all library models.

B.3.

Quick Deployment of Simulation Tools

Based upon the available model repository and rif@rmation contained on the XML database, softwaae been
developed to assist in the automated configuratfahe initial aggregation and deployment of a datian tool.

This software is founded on database queries, ditodulogical and relational operations leading e treation of
simulation tool-specific databases containing retevunformation on the contents of each modelsimaulation tool.



Simulation tool aggregation and deployment is Igdabspecialized user. This user drags individuahmpanents from

the model library and drops them onto a clean shimetilator. These actions trigger successive datalaeries in
order to identify the necessary parameters to Infigrored for the execution of a simulation, withnfiguration files

being modified according to the real-time updaiet df simulation parameters. In this way, a fullgerational, and
initially basic tool, quickly becomes operationadsed on previously developed and validated models.

Once this initial process is completed, all linkstihe model library are removed and the simulatawi becomes an
independent identity. At this point the user tyflicproceeds to the tailoring of the simulationltaad the development
of specialized models needed in the particular scopthe project. This approach allows a user tpedke the

deployment of a simulation tool, proceeding dingtdl more productive activities such as GNC dewvedept tasks.

C SIMULATION FRAMEWORK APPLICATIONS

Spin.Works has been involved in ESA activities tedato the Entry, Descent and Landing (EDL) phasfea space
mission, where development efforts have been fattmeards the implementation and integration of ponents for
EDL simulation tools, in support of GNC developméagks. This is the case for two examples whichpagsented in
this section, one related to the development ofidpigrformance Hazard Detection and Avoidance (HRWprithms
applicable to the powered landing phase on therl@mth Pole (ESA NEXT-LL Phase A project), and dther
related to the development of innovative guidanigerghms applicable to the Terminal Area Energyndigement
(TAEM) phase of capsules, lifting bodies and spaleaes (ESA TAEM project).

C.1. Simulation Toolsfor the Next-Lunar Lander Phase A

The objective of the overall NEXT-LL Phase A wasdsign a spacecraft to safely land on the regfothe lunar
south pole. Within the scope of the project wasidlestification of hazard detection and avoidartcategies to ensure
a safe landing in these regions of large shadowsdaamatic terrain. Spin.Works’ responsibility irEXT-LL was to
trade-off and select sensors and algorithms towaulfiling these strategies, given a required ®ss probability,
known/expected terrain properties, alternative elestrajectories, and the available space-qualliediware.

With these responsibilities in mind, two simulatimols and a range of off-line computation toolseveeveloped. The
first simulation tool was a Mission Performance &lismor (MPS)-type tool to study the interactionsween trajectory,
observation geometry and mission timeline for tksognt phase (from 5km range to touchdown). Motias then
assumed to occur strictly on an inertial frame wmitth a constant gravity. Two variations of an Apelike powered
descent guidance were used. Generic sensor pregpéitld-of-view, nr. of pixels) were used to dhtéime histories of
imaging ground resolution and variability of thesgkition within each image, depending on obsermatieometry.
Thrust level limitations and throttling control dbplata were modelled, based on the preliminamcsien of thrusters
for the mission. Loss of fuel mass was modellecdam the known specific impulssp of the available thrusters.
This simulation tool was extensively used to idigntiow the descent trajectory affects hazard dietegierformance.
Other analytic and statistical methods to deterrtiieperformance, for different observation gearest were used to
identify suitable descent trajectories and imagiagsors. An initial picture of which variables hamest influence on
the hazard detection performance was compiled andrdented, serving as a baseline for subsequetiestu
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Fig. 4. 6DOF Simulation Tool developed for the ESEXT-LL project



The second tool, akin to a Functional EngineerimguBator, was built in support of a consolidatedssin design,
integrating a large set of relevant models in tbeps of hazard detection and avoidance: realisti@in models,
sensors, actuators, full 6DOF guidance and cordaral,hazard detection and avoidance algorithms.

This simulation tool also assumed that the traimslat motion took place in an inertial frame, buidad the 3DOF
angular motion, with the kinematic equations based attitude quaternions. To the powered descentagoe
algorithms used before, a reference attitude génarmodule and a nonlinear attitude control afgyn were added, so
as to accurately simulate the lander motion througtihe descent phase. Camera and Lidar sensorisnogee
implemented, as well as a widely available tergémeration and visualization tdpknabling the capture of more
realistic imaging data for the verification of hedaetection algorithms. While thruster limitationsre inherited from
the previous simulation tool, more thrusters hatddancluded for attitude control purposes, nametyiring a thrust
assignment unit. Thrust levels at each individimuster were added up and aggregated by thrugper, tyith the
resulting mass flow calculated according to differes inlsp between the different types of thrusters used.

Fig. 5. Shadow, texture, slope and roughness mataéned along a descent trajectory towards therlsndace, and
projected to a regular grid (top), and camera in@fghe same terrain (bottom).

Several off-line tools were developed, allowinghmrough performance evaluation for the hazard tetecand
avoidance system. However, this simulation tool wiaemed essential for the purpose of validating dberall
approach taken for HDA during descent, since iumesgl the individual validation and the integratioh realistic
models from nearly every relevant subsystem invbivethe detection and safe landing site seleatimng the descent
trajectory. Still, the outputs of this simulator menot directly used during the course of the mijmstead, the results
became instead a portion of the validation prof@sthe descent strategy finally adopted in theseh& of the NEXT-
LL project (selection of sensors and hazard detecilgorithms, taking the descent trajectory peoéik a reference
input), while they also served to strengthen thafidence in the soundness and validity of the satioih tool itself.

C.2. Simulation Toolsfor the TAEM Project

The ESA project "New Guidance Schemes for the Trmathrea Energy Management phase", led by Spin.@/ark
partnership with ASTOS GmbH, was aimed at the imgletation of innovative guidance systems appliethéoentry
phase of low lift-to-drag vehicles (capsules), dhd TAEM phase of lifting bodies and space plariée project
entailed the identification of leading TAEM guidanschemes and a comparison, via large-scale siongabetween
these guidance schemes and new guidance approaches.

The TAEM project involved the application of simtiden tools to a wider set of vehicles and GNC systg¢han the
NEXT-LL project. However, in this project, both tlmvironment, the baseline dynamics (with the eticepof a

6DOF simulation tool required for landing simulat® and many of the required parameter conversioeie

essentially the same. This particular fact encoeniadfe implementation of a single simulation tqaplacable to all the
vehicles and GNC systems, and a small library waglémented in separate, allowing for the selectiértest

! The camera and lidar models used for the ESA NEKTproject are made available through the Planetast
Asteroid Natural scene Generation Utility (PANGUd&veloped by the University of Dundee.



procedures, mission profiles, environment modelgnadthics models, GNC models and vehicle models and
configurations, via the simple modification of mbthgs in the header portion in the main simulatmfiguration file.
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Fig. 6. Model Library for the 4DOF/6DOF simulatitonls used in the ESA TAEM project.

In accordance with this approach, a 4DOF simulatdmh was initially deployed to support the implentegion of GNC
algorithms for the different vehicles. Translatibaquations of motion in a planet-fixed frame abaspherical central
body were used. The Earth was modelled as the WA EHsoid, and a J2-based gravity model was u3ée.
NRLMSISE-00 and standard US76/US62 atmosphere modete used, as well as the HWM-93 horizontal wind
model and a parametric wind model to mimic the wimahynitude variation along the atmospheric bountiargr.

No sensor or navigation model was used except fhalé\ navigation model, tightly connected to theallp Entry
Guidance. The modelled vehicles were a sub-scatdoreof the Apollo capsule and two configuratiaighe HL-20
enhanced lifting-body. The guidance schemes impiéadefor low L/D vehicles were the Apollo Guidanaed an
Enhanced Nonlinear Dynamic Inversion entry guidafié), and for high L/D vehicles, the Space Stut8TS
guidance algorithm, the Racetrack algorithm dewedbpt the IFR Institute of Stuttgart University ahé Enhanced
STS ([5]) algorithms (an extension to the lattgyoaithm was introduced in order to enable 4DOF ilag@imulations).
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Fig. 7. HL-20 trim elevator deflections (left, iegrees) as a function of Mach number and angldtatia(x and y-
axis), including allowable region (white) and noaliprofile (pink). Results from a 4DOF Monte-Catdst campaign
for an enhanced Space Shuttle-type TAEM guidargerishm (right).



The 4DOF simulation tool also included aerodynamidels in the form of trimmed aerodynamic forcefficient
tables. These tables were obtained, for the Adidocapsule, at the angle-of-attack which residtgquilibrium at
each Mach number. For the HL-20 vehicle the trimmerbdynamic coefficients were calculated for eamibination
of Mach number, angle-of-attack, speed brake amtec®f-gravity position, yielding 4-D tables fdnet lift and drag
coefficients, and longitudinal trim surface deflens were computed in the form of pseudo-elevagsiedtions (these
deflections correspond to deflections of the awddlasehicle aerodynamic surfaces according to tasamixer logic
implemented by NASA during the HL-20 PLS studieshia early 1990’s).

The 6DOF simulation tool was an evolution of theGIsimulation tool, applied to a space plane caméition to
simulate the flight of the HL-20 vehicle from therminal Entry Point until touchdown. For this puspahe equations
for the 3DOF angular motion were added, as wethasGNC system (extension of guidance schemesutthtiown,
and implementation of two flight control systemghe original HL-20 G&C system as in [4] and an ingdly-
developed flight control system -, implementatidraaontrol surface mixing logic), and actuator misd(the original
HL-20 actuator models were implemented). All otimerdels were kept unchanged from the 4DOF simulation

The above simulation tools were validated againdieaternal) reference simulation tool, and theedus the scope of
Monte-Carlo simulations, whereby the guidance sasmere tested under realistic mission scenaridspanameter
variations. The uncertainties used included atmesphand wind uncertainties in magnitude and dioect
aerodynamic and mass property uncertainties, amdirpations to initial conditions. Stringent rearments were
attached to the relevant parameters (such as paeadeployment precision, landing precision, maximdynamic
pressure and g-loads, velocity vector accuracyegttkajectory points, etc.), leading to a subs#nterification and
validation of each guidance scheme as well as gaaative evaluation between the different algorgimplemented
within the simulation tools.

The battery of tests performed using these accuhatamic models, realistic mission profiles, antkrative GNC
systems, ultimately resulted in the demonstratiokey advantages between the new TAEM approach@sh@ncurrent
guidance state-of-the-art, clearing the path fother incremental development and, eventually,-veald testing of
safe and precise terminal area energy managemiglange schemes.

D CONCLUSIONS

This paper described the framework developed byn.Bfiirks for the purpose of implementing space syste
simulation tools. This framework consists of a dation template, which comprises a standard systeaomposition,
a data flow architecture and coding standards egiplé to all simulation tools; a model library whicontains the
company’s consolidated models as well as a datdbgdemented as two XML files which contain metadeglated to
the models and the parameters involved in simulatols, and software tools which allow a systematanipulation
of both the model library and individual simulatitools to promote the expeditious deployment aedetkploitation of
space system simulation tools.

Concrete applications of this simulation framewirkhe context of two recent ESA activities arecdssed, including
the role played by these simulation tools withie gtope of the tasks under the responsibility ah.8yorks, the
required simulation components, and the resultaingd through the use of these simulation tools.

Other recent activities by the company involving thse of this framework, namely in projects relatedthe
development of guidance systems for Mars precikioding, navigation algorithms and integrated natian sensors,
and of GNC algorithms for unmanned aerial vehiclesje in the meantime extended the experienceeotdmpany
with this framework, and further hinted of signéitt productivity gains achievable through the régease of a single,
flexible, generic dynamic simulation tool concept & broad set of GNC-related applications.
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