ABSTRACT
A new application of the parameterization method is presented to compute invariant manifolds about the equilibrium points of Periodically Perturbed Three-Body Problems (PPTBP). These techniques are applied to obtain high-order semi-numerical approximations of the center manifolds about the points $L_{1,2}$ of the Sun-perturbed Earth-Moon Quasi-Bicircular Problem (QBCP), which is a particular case of PPTBP. The quality of these approximations is compared with results obtained using equivalents of previous normal form procedures. Then, the parameterization is used to initialize the computation of Poincaré maps, which allow to get a qualitative description of the periodically-perturbed dynamics near the equilibrium points.
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1. INTRODUCTION

The present paper is part of a project which aims to provide a systematic or near-systematic analysis tool for the motion of a spacecraft about and between the libration points of the Sun-perturbed Earth-Moon system. The dynamics around the Earth-Moon (EM) and Sun-Earth-Moon (SEM) collinear libration points $L_1$ and $L_2$ are of notable interest. In that context, the literature mainly addresses two four-body models:

A. The Bicircular problem (BCP). Widely used for the study of the EM triangular libration points $[1,2]$ and for transfer optimization $[3–5]$, it considers the Earth and the Moon moving in circular orbits around their barycenter which is moving in circular orbit around the Sun. Such a model is not coherent since the motion of the three primaries is not a solution of the corresponding three-body problem.

B. The Quasi-Bicircular problem (QBCP). This is a bicircular coherent periodic model that has been developed in $[6]$. In this framework, the motion of the three primaries is a planar self-consistent solution of the three-body problem along quasi-circular orbits.

Both the BCP and the QBCP provide an all-in-one solution for the study of the dynamics in the Sun-Earth-Moon system. In the present paper, emphasis is made on the collinear libration points $L_1$ and $L_2$, in particular in the Earth-Moon system. Consequently, the QBCP is selected given (i) its coherent nature and (ii) the slightly broader literature available on the subject. Comparisons with results in the BCP are envisaged in the near future.

The description of the phase space around these collinear libration points has been done in the past, either in the Sun-Earth or the Earth-Moon case, and both through pure numerical techniques $[7]$ and semi-analytical procedures $[2,6,8,11,12]$.

As the reader may know, the span of the semi-numerical approaches are naturally limited since the resulting expansions are not convergent in any open set. However, there usually exists a domain of practical convergence within which the series are seemingly convergent for numerical purposes. In such a domain, they can provide a very compact tool to describe the phase space.

In this paper, the parameterization method is extended to the QBCP framework in order to compute the center manifold of the libration points $L_{1,2}$ of the Earth-Moon system.

In section 2, the QBCP is introduced along with the corresponding equations of motion. Then, the extension of the parameterization method to the time-periodic domain requires a suitable form for the linearized vector field, as detailed in section 3.

Section 4 details the building blocks of the parameterization method, with the example of the center manifold of EML$_{1,2}$ as a guideline. It is shown that the normal form procedure can still be seen as a subclass (or style) of parameterization methods as in the autonomous case $[12]$.

In section 5, the case of the center manifold of EML$_{1,2}$ is detailed along with numerical results. Two different styles of
parameterization are quantitatively compared: the graph and normal form styles. In the EML case, the graph style proves to be useful to partially handle resonances that act as natural obstructions to the semi-analytical normal form. Finally, the approximations of the center manifolds are used to initialize the computation of Poincaré maps. The graph style proves again to be convenient to quickly integrate the equations of motion in the center manifold.

Note that a more complete description of the procedure at hand will be made available in a work under progress [13].

2. THE QUASI-BICIRCULAR PROBLEM

The Quasi-Bicircular Problem (QBCP) is a restricted four-body problem introduced by [6] to describe the motion of a massless spacecraft subjected to the gravitational influence of the Earth, Moon, and Sun, whose own motion is a quasi-bicircular solution of the Three-Body Problem. The resulting system is an Hamiltonian with three degrees of freedom and depending periodically on time. This Hamiltonian takes a simple form when derived in specific synodical systems of reference. As an example, the EM synodical frame is a rotating-pulsating frame centered at the Earth-Moon barycenter \( B_{em} \) in such a way that the Earth and the Moon are located at fixed points, as in the usual CRTBP synodical frame (see Figure 1).

Denoting the state by \( z = (x \ y \ z \ p_x \ y \ p_z)^T \) in such a frame, the Hamiltonian of the QBCP takes the form:

\[
H(z, \theta) = \frac{1}{2} \alpha_1 (p_x^2 + p_y^2 + p_z^2) + \alpha_2 (p_x x + p_y y + p_z z) \\
+ \alpha_3 (p_x y - p_y x) + \alpha_4 x + \alpha_5 y \\
- \alpha_6 \left( 1 - \frac{\mu}{q_{pe}} + \frac{\mu}{q_{pm}} + \frac{m_s}{q_{ps}} \right)
\]

where:

\[
q_{pe}^2 = (x - \mu)^2 + y^2 + z^2 \\
q_{pm}^2 = (x - \mu + 1)^2 + y^2 + z^2 \\
q_{ps}^2 = (x - \alpha_7)^2 + (y - \alpha_8)^2 + z^2
\]

with \( \mu \) the Earth-Moon mass ratio, and \( m_s \) the mass of the Sun. Moreover, the \( \alpha_k \) are trigonometric functions in the variable \( \theta = \omega_s t \) where \( \omega_s \) is the pulsation of the Sun. The first coefficients of these functions are available in [6]. This Hamiltonian is \( T \)-periodic with respect to the time \( t \), with \( T = 2\pi/\omega_s \).

In the QBCP, due to the effect of the Sun, the libration points are no longer equilibrium points. They are replaced by periodic orbits with the same frequency as the perturbation (see [9] for the theoretical justification in the \( L_{4,5} \) BCP case). The so-called dynamical equivalents of EML\(_{1,2}\) are given on Figure 2, along with the position of their CRTBP counterparts.

![Fig. 1: The QBCP in the synodical EM synodical reference frame. \( B \) is the barycenter of the system (adapted from [14]).](image1)

![Fig. 2: \( T \)-periodic orbits that act as dynamical equivalents of the Earth-Moon libration points \( L_{1,2} \), in EM coordinates. The central \( \bigcirc \) symbol is the CRTBP geometric position of the libration point. The starting point at \( t = 0 \) is plotted on each orbit as well as the direction of motion for \( t > 0 \) (red arrow).](image2)

3. A SUITABLE FORM FOR THE LINEARIZED VECTOR FIELD

The so-called parameterization method (PM) has been previously used to compute high-order power series expansions of parameterizations of invariant manifolds of vector fields at fixed points [15]. An iconic example is the computation of the center manifold of the Earth-Moon libration point \( L_1 \) in the CRTBP [12]. This paper extends such approach to invariant manifolds of periodically-perturbed vector fields about a periodic orbit with the same frequency.

The first step of such extension is to put the linearized vector field into a form equivalent to the autonomous case. Namely, this requires the origin to be a fixed point and the linearized vector field to be both diagonal and autonomous at this origin. These features can be obtained by applying a suitable change of coordinates, as explained below.
3.1. Corresponding change of coordinates

For a system described by a periodically-perturbed Hamiltonian, a change of coordinates that leaves the linearized vector field in proper form can be obtained by implementing the following steps:

1. Autonomize the Hamiltonian by introducing the canonical couple of variables \((\theta, y_0)\) so that the time is managed as a new variable. This is done by simply adding the term \(\omega_1y_0\) to the initial Hamiltonian, forming an extended autonomous Hamiltonian system of degree four.

2. Cancel the terms of order one or, equivalently, translate the origin of coordinates to the periodic orbit which substitutes \(L_{1,2}\) so that the origin becomes a fixed point.

3. Compute a normal form for the terms of order two, using Floquet theorem. In particular, the differential of the vector field evaluated at the origin will be time-independent.

4. Use a complexification of the state to get a true diagonal form for the order two.

Such procedure is thoroughly described in [6] in the QBCP Earth-Moon \(L_2\) case, and in [2] in the BCP \(L_{3,4,5}\) case. In brief, the composition of these operations defines a change of coordinates, denoted \(\text{COC}\), of the form:

\[
\begin{align*}
\mathbf{z} &= P_c(\theta)\hat{\mathbf{z}} + V(\theta) \\
\mathbf{\theta} &= \hat{\mathbf{\theta}} \\
y_0 &= \hat{y}_0 + p_0(\theta) + p_1(\hat{\mathbf{z}}, \theta) + p_2(\hat{\mathbf{z}}, \theta)
\end{align*}
\]

(2)

where \(p_0\) is a \(2\pi\)-periodic function, \(p_{1,2}\) are linear functions of \(\hat{x}\), \(p\) is a complex \(6 \times 6\) matrix, and \(V\) is a real \(6 \times 1\), all with \(2\pi\)-periodic coefficients. The final coordinates \(\hat{\mathbf{z}} = (\hat{x}, \hat{y})^T = (\hat{x}_1, \hat{x}_2, \hat{y}_1, \hat{y}_2)^T\) are denoted Translated-Floquet-Complexified (TFC). In these coordinates, the Hamiltonian \(\hat{H}\) takes the form:

\[
\hat{H}(\mathbf{\hat{z}}, \mathbf{\hat{\theta}}, \hat{y}_0) = \omega_1\hat{y}_0 + \omega_1\hat{x}_1\hat{y}_1 + \omega_2\hat{x}_2\hat{y}_2 + \omega_3\hat{x}_3\hat{y}_3 + \sum_{k \geq 3} \hat{H}_k(\mathbf{\hat{z}}, \mathbf{\hat{\theta}})
\]

(3)

where \(\omega_i, i \in [1,3]\) are real coefficients given in Table 1 for the EML_{1,2} case. Moreover, the terms \(\hat{H}_k(\mathbf{\hat{z}}, \mathbf{\hat{\theta}})\) for \(k \geq 3\) are homogeneous Fourier-Taylor polynomials of degree \(k\) in the complex variable \(\hat{\mathbf{z}}\) that are not explicitly available at this step.

In practice, only the first line of equation (2) is incorporated into the numerical implementation.

3.2. Corresponding vector field

The change of variables (2) provides an Hamiltonian \(\hat{H}\) in autonomous diagonal form at order 2. From this form, the corresponding vector field can be derived and plugged into the parameterization method:

\[
\dot{\mathbf{z}} = \hat{F}(\mathbf{\hat{z}}, \mathbf{\hat{\theta}}) = \left( \begin{array}{cc} \Omega & 0 \\ 0 & -\Omega \end{array} \right) \left( \begin{array}{c} \hat{x} \\ \hat{y} \end{array} \right) + \sum_{k=3}^{\infty} J_k \nabla \hat{H}_k(\mathbf{\hat{z}}, \mathbf{\hat{\theta}})
\]

(4)

with

\[
\Omega = \left( \begin{array}{ccc} \i \omega_1 & 0 & 0 \\ 0 & \omega_2 & 0 \\ 0 & 0 & \i \omega_3 \end{array} \right), \quad J = \left( \begin{array}{cc} 0 & I_3 \\ -I_3 & 0 \end{array} \right)
\]

The linearized part of (4) has the desired autonomous diagonal form for the initialization of the parameterization method. Moreover, the TFC origin is naturally a fixed point and all the conditions defined at the beginning of this section are satisfied.

3.3. Precision of the COC

At this point, one can see that the overall accuracy of the change of coordinates (2) directly depends on the precision with which the periodic coefficients in \(P_c\) and \(V\) are computed. In practice, these coefficients are obtained by a Fourier analysis of \(2\pi\)-periodic functions integrated along the dynamical equivalent of the libration point (see [2,13]). As in the three-body case, the linear dynamics about the collinear points is a cross product of two centers, and one saddle — associated with a pair of real positive eigenvalues. Naturally, the precision of the integration of the periodic coefficients is limited by the magnitude of the hyperbolic unstable direction associated to the orbit.

To estimate this constraint, let \(\lambda_n\) be the eigenvalue associated with the unstable direction. Then an initial error \(\epsilon(0)\) made along the unstable direction leads, after a time \(t\), to an error:

\[
\epsilon(t) \sim \epsilon(0)e^{\frac{T}{\lambda_N}} = \epsilon(0)(\lambda_n)^{\frac{T}{\lambda_N}}
\]

(5)

where \(T\) is the period of the QBCP. This error is doomed to grow fast: in the case of EML_{1,2}, the initial error is multiplied by a factor roughly equal to 1500 after half a period, and \(2 \times 10^6\) after a full period. The EML_{1} case is even worse: the error takes a factor about 21000 (resp. \(5 \times 10^8\)) after half a period (resp. a full period). On the contrary, in the SEM case, the unstable eigenvalues are quite small: the error is roughly

<table>
<thead>
<tr>
<th>(\omega_i)</th>
<th>(L_1)</th>
<th>(L_2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\omega_1)</td>
<td>-4.38968946e−01</td>
<td>+1.34709423e−02</td>
</tr>
<tr>
<td>(\omega_2)</td>
<td>+2.93720564e+00</td>
<td>+2.16306748e+00</td>
</tr>
<tr>
<td>(\omega_3)</td>
<td>+4.22768254e−01</td>
<td>-6.02217885e−02</td>
</tr>
</tbody>
</table>

Table 1: The coefficients \(\omega_i\) that appear in equation (3), in the Earth-Moon \(L_{1,2}\) case. All values are given with the same precision as in [6].
multiplied by 2 after half a period and by 4 after a full period, both in the \( L_1 \) and \( L_2 \) cases.

Such a precision shortfall is of paramount importance for the accuracy of the COC and eventually for the parameterizations of the invariant manifolds about EML\(_{1,2}\). In practice, the EML\(_1\) case exhibits an overall poor precision compared to the EML\(_2\) case.

4. THE PARAMETERIZATION METHOD IN THE QUADBACKS

In this section, the extension of the parameterization method (PM) is introduced, with the example of the center manifold of EML\(_{1,2}\) as a guideline.

Note that, if not stated otherwise, the so-called order of the parameterization method corresponds to the order of the four-variable Taylor expansions that describe the center manifold.

4.1. Initialization of the process

In the case of EML\(_{1,2}\), it comes from equation (4) that

\[
D\hat{F}(0) = \text{diag}(i\omega_1, \omega_2, i\omega_3, -i\omega_1, -\omega_2, -i\omega_3)
\]

(6)

Let define the three matrices \( H \), \( L \) and \( N \) by:

\[
H = \begin{pmatrix}
  i\omega_1 & 0 & 0 & 0 & 0 & 0 \\
  0 & 0 & 0 & 0 & \omega_2 & 0 \\
  0 & i\omega_3 & 0 & 0 & 0 & 0 \\
  0 & 0 & -i\omega_1 & 0 & 0 & 0 \\
  0 & 0 & 0 & 0 & 0 & -\omega_2 \\
  0 & 0 & 0 & -i\omega_3 & 0 & 0 \\
\end{pmatrix}
\]

\[L = \begin{pmatrix} \omega_1 \end{pmatrix} \quad \begin{pmatrix} \omega_2 \end{pmatrix} \quad \begin{pmatrix} \omega_3 \end{pmatrix} \]

\[N = \begin{pmatrix} \omega_1 \end{pmatrix} \quad \begin{pmatrix} \omega_2 \end{pmatrix} \quad \begin{pmatrix} \omega_3 \end{pmatrix} \]

In other words, \( L \) spans the 4-dimensional subspace \( V^L \subset \mathbb{C}^6 \) tangent to the center manifold \( \mathcal{W}_c \) at the origin. The goal of the PM is here to compute a high order approximation of \( \mathcal{W}_c \), starting with \( L \) as its order one approximation. Let denote \( \hat{z} = \hat{W}(s, \theta) \) the parameterization of \( \mathcal{W}_c \), where \( s \in \mathbb{R}^4 \) are the coordinates of the manifold, and \( \hat{W}(0, \theta) = 0, \forall \theta \).

The invariant manifold is sought in the form of a Fourier-Taylor (FT) expansion, i.e. a power series in the variable \( s \) whose coefficients are \( 2\pi \)-periodic Fourier series in the variable \( \theta \):

\[
\hat{W}(s, \theta) = \sum_{k \geq 1} \hat{W}_k(s, \theta)
\]

(7)

with

\[
\hat{W}_k(s, \theta) = \begin{pmatrix}
  \hat{W}^1_k(s, \theta) \\
  \vdots \\
  \hat{W}^{m}_k(s, \theta) \\
\end{pmatrix} = \begin{pmatrix}
  \sum_{r \in \mathbb{R}^k} w^1_r(\theta)s^r \\
  \vdots \\
  \sum_{r \in \mathbb{R}^k} w^{m}_r(\theta)s^r
\end{pmatrix}
\]

(8)

where \( \mathbb{R}^k = \{ r \in \mathbb{N}^4, |r| = r_1 + \cdots + r_4 = k \}, \ s^r = s_1^{r_1} \cdots s_4^{r_4} \), and the coefficients \( w^r(\theta) \) are trigonometric functions of the form:

\[
w^r(\theta) = \sum_j w^r_{p,j} e^{ij\theta}
\]

(9)

In practice the sum (7) is truncated so that \( j \) satisfies \( |j| \leq J \), with \( J \in \mathbb{N} \) fixed.

The dynamics on the manifold is described by a reduced vector field \( f(s, \theta) \) for which \( f(0) = 0 \). The vector field \( f \) is also sought in the form of a FT series.

The couple \( (\hat{W}, f) \) must satisfy the invariance equation:

\[
\hat{F}(\hat{W}(s, \theta), \theta) = D\hat{W}(s, \theta)f(s, \theta) + \frac{\partial\hat{W}}{\partial t}(s, \theta)
\]

(10)

With these ingredients, the order one \( (\hat{W}_1, f_1) \) is given by:

\[
\begin{cases}
\hat{W}_1(s, \theta) = Ls \\
f_1(s, \theta) = \Lambda_L s
\end{cases}
\]

(11)

where \( \Lambda_L \) is the upper left \( 4 \times 4 \) submatrix of the diagonal matrix \( \Lambda = H^{-1}D\hat{F}(0)H \).

From there, the standard procedure is to formally solve the invariance equation (10), starting from (11), by substituting the expansions of \( \hat{W} \) and \( f \) in (10) and find homogeneous terms in increasing order.

4.2. The homological equations

Isolating the \( k \)-order terms in the invariance equation (10), \( k > 1 \), allows to get the \( k \)-order homological equation for \( \hat{W}_k(s, \theta) \) and \( f_k(s, \theta) \):

\[
D\hat{F}(0)\hat{W}_k - D\hat{W}_k\Lambda_L s - Lf_k - \frac{\partial\hat{W}_k}{\partial t} = \left[ D\hat{W}_{<k} f_{<k} \right]_k - \left[ F(\hat{W}_{<k}) \right]_{<k}
\]

(12)

where the dependency in \( (s, \theta) \) has been omitted for the sake of clarity. The goal is to compute \( \hat{W}_k \) and \( f_k \) in order to satisfy equation (12). The terms \( \hat{W}_{<k}, f_{<k} \) and \( \left[ F(\hat{W}_{<k}) \right]_{<k} \) are assumed to have been obtained in previous steps.
First, the right-hand side of (12) is computed, which involves the differentiation, sum and product of Fourier-Taylor series, as well as the composition of Fourier-Taylor series with algebraic functions (in particular, the raising to a fractional power). Such operations require a complete Fourier-Taylor algebra that has been implemented from scratch in C++. For more details, see [13].

Then, following the example of [12], the normal part of (12) is separated from its tangent part. The following functions are introduced:

\[
\begin{cases}
  v_k = H^{-1}\dot{W}_k \\
  \eta_k = H^{-1}\left([D\dot{W}_{<k}f_{<k}]_k - [f(\dot{W}_{<k})]_k\right)
\end{cases}
\]

Multiplying equation (12) by \(H^{-1}\), the homological equation then take the form:

\[
\Lambda\dot{v}_k - Dv_k\Lambda_Ls - \left(\frac{1}{0}\right) f_k - \frac{\partial v_k}{\partial t} = \eta_k
\]  

(13)

The diagonal form of \(\Lambda\) allows to solve the homological equations separately on the tangent and normal spaces, spanned by \(v^T_k\) and \(v^N_k\), respectively. In both cases, the adaptation to the non-autonomous case is fairly straightforward as will be detailed in [13]. In brief, the autonomous diagonal form of the linearized vector field ensures that each Fourier-Taylor series of the form of the linearized vector field ensures that each Fourier-Taylor series ensures that each Fourier-Taylor series ensures that each Fourier-Taylor series ensures that each Fourier-Taylor series ensures that each Fourier-Taylor series.

\[
\begin{cases}
  v^p_k(\theta) = \sum_{j \in \mathbb{Z}}\frac{-\eta^p_{r,j}}{j\omega_s^2 - (\lambda_p - \lambda_L r)} e^{j\theta} \\
  v^p_N(\theta) = \sum_{j \in \mathbb{Z}}\frac{-\eta^p_{r,j}}{j\omega_s^2 - (\lambda_p - \lambda_L r)} e^{j\theta}
\end{cases}
\]

(14, 15)

Tangent equations. For \(p = 5, 6\) and for all \(r \in \mathbb{R}^k\), let \(C_{r,p} = \{j \in \mathbb{Z}, j\omega_s^2\hat{\lambda} - (\lambda_p - \lambda_L r) = 0\}\) be the set of cross resonances associated to \((r, p)\), where \(\lambda_L r = \lambda_1 r_1 + \cdots + \lambda_L r_L\). It can be shown that \(C_{r,p} = \emptyset\), and that a solution of the homological equation is:

\[
v^p_k(\theta) = \sum_{j \in \mathbb{Z}}\frac{-\eta^p_{r,j}}{j\omega_s^2 - (\lambda_p - \lambda_L r)} e^{j\theta}
\]

(16a)

\[
\text{if } j\omega_s^2\hat{\lambda} - (\lambda_p - \lambda_L r) \neq 0:\n\]

\[
f^p_{r,j} = 0, \quad v^p_{r,j} = \frac{-\eta^p_{r,j}}{j\omega_s^2 - (\lambda_p - \lambda_L r)}
\]

(16b)

Implementing the normal form style implies to look not only for the zeros but also for the near-zero values of the divisors \(j\omega_s^2\hat{\lambda} - (\lambda_p - \lambda_L r)\). Indeed, numerically speaking, small values for those divisors must be avoided to ensure a certain size for the domain of practical convergence. For this reason, a threshold \(\varepsilon\) can be implemented in order to select (16a) only when the norm of the corresponding divisor is greater than \(\varepsilon\). With such choices, the normal form style is equivalent to the Hamiltonian normal form approach developed in [6, 14], with \(\varepsilon = 0.05\).

4.3. Final form

4.3.1. Graph and normal form styles

Using the graph style, the center manifold in TFC coordinates takes the form:

\[
\begin{bmatrix}
  \bar{z}(s, \theta) = \bar{W}(s, \theta) = \bar{W}_1(s) + \sum_{k \geq 2} N_k \begin{bmatrix}
    0 \\
    W^2_k(s, \theta) \\
    0 \\
    \vdots \\
    0 \\
    W^4_k(s, \theta) \\
    0
  \end{bmatrix}
\end{bmatrix}
\]

One can see that four components of the TFC parameterization are equivalent — within a scalar factor — to the CCM coordinates, and entirely map the center manifold of dimension four. The two remaining components are given as functions of these four central components, therefore defining a graph of the form \((\bar{x}_2, \bar{y}_2) = \tilde{G}(\bar{x}_1, \bar{z}_3, \bar{y}_4, \bar{y}_3)\). With such a form, it is straightforward to project the current state on the center manifold by using the definition (11) of \(\bar{W}_1(s)\).

On the contrary, using the normal form style, the equivalent parameterization is a full \(6 \times 1\) Fourier-Taylor vector that does not allow simple projections on the manifold.
4.3.2. Realification of the center manifold

Given the complexification performed in the COC, the vector \( s \) is complex, which does not guarantee that \( W(s, \theta) \) is real. It is then necessary to perform a realification, i.e. a new change of coordinates to ensure that the final result, in physical coordinates, is real. This realification is given by the following equality:

\[
\hat{s} = C s
\]

with

\[
C = \frac{1}{\sqrt{2}} \begin{pmatrix} 1 & 0 & i & 0 \\ 0 & 1 & 0 & i \\ i & 0 & 1 & 0 \\ 0 & i & 0 & 1 \end{pmatrix}
\]

where \( s = (s_1, s_2, s_3, s_4)^T \) are the complex reduced coordinates of the center manifold (CCM), and \( \hat{s} = (\hat{s}_1, \hat{s}_2, \hat{s}_3, \hat{s}_4)^T \) are the real ones (RCM).

Injecting (17) in the parameterization, the following real function is obtained:

\[
W : \mathbb{R}^4 \times \mathbb{R} \rightarrow \mathbb{R}^6 \quad (\hat{s}, \theta) \mapsto W(\hat{s}, \theta)
\]

in EM coordinates.

Notations. For the sake of simplicity, and since there is no use of the complex parameterization (CCM coordinates) anymore, the tilde notation is skipped from now on when referring to the RCM coordinates.

4.3.3. Comments on the energy

In the QBCP, the huge potential well of the Sun leads to a severe drop of the order of magnitude of the energy with which the reader might be used to in the CRTBP case. As an example, the energy \( H_{L_1}(t) \) of the libration orbit around EML\(_{1,2} \) is always close to \(-847.5\), in normalized EM units. To tackle this issue, the energy of any object is given with respect to the initial energy \( H_{L_1}(0) \) of its associated libration periodic orbit: it is measured by the variable \( \delta H_t \) so that the true energy \( H(t) \) satisfies \( H(t) = H_{L_1}(0) + \delta H_t \). Such a relative estimate is adapted to the use of semi-analytical expansions which are inherently local.

5. DESCRIPTION OF THE NEIGHBORHOOD OF EML\(_{1,2}\)

5.1. Accuracy of the center manifold

The necessary tests of the precision of the parameterization of the center manifold have been focused on the estimation of the orbital error, defined hereafter.

Let \( z(t) \) and \( s(t) \) be the solutions of the Cauchy problem \( \dot{z} = F(z), z(0) = z_0 = W(s_0, 0) \) and \( \dot{s} = f(s), s(0) = s_0 \), respectively. Then, the orbital error \( e_O \) at time \( t \) is defined as:

\[
e_O(t, s_0) = |W(s(t)) - z(t)|_\infty
\]

The orbital error has to be measured on small time spans, since the hyperbolic directions produce exponential errors (see subsection 3.3). In the present paper, the orbital error has been computed up to \( t = 1 \), as in [14]. Let \( e_O^1 := e_O(t = 1) \), for the sake of brevity. For such a time span, any numerical error on the initial conditions is amplified by a factor of 10 (resp. 20) in the EML\(_2\) (resp. EML\(_1\)) case.

Since we are working in manifolds of order four or higher, the systematic testing of any kind of error in the complete phase space is a tremendous computational task. Thus, as a first step, one may arbitrarily decrease the number of dimensions along which the error is evaluated. Such “cuts” in the phase space are common for these types of tests (see e.g. [14]). After an extensive test campaign involving various cuts, it has been found that the following set of initial conditions acts as a borderline case for the accuracy of the center manifold, both in the \( L_1 \) and \( L_2 \) cases:

\[
S_{-1} = \{ (s_0, t_0 = 0) \text{ with } s_0 = (s_1 0 - s_1 0)^T, s_1 \in \mathbb{R} \}
\]

Given that \( s_2 = s_4 = 0 \), the motion is restricted to the \( xy \)-plane in EM coordinates. Moreover, the condition \( s_1 = -s_3 \) imposes the initial state \( z_0 = W(s_0, 0) \) to be on the \( x \)-axis.

5.1.1. EML\(_2\) case

Figure 3 gives the orbital error \( e_O^1 \) for the set \( S_{-1} \) of initial conditions, as a function of the \( x \) coordinate. The position of EML\(_2\) is given by the point of minimum error, around \( x = -1.165 \). The following comments can be made:

- Within the domain of practical convergence, the precision appears to tend to a limit as the order increases. In particular, there is not much improvement for orders higher than 20 or 22, which is the reason why higher orders have not been displayed.

- More importantly, the radius of practical convergence is undoubtedly better in the graph case. Looking at Figure 3a, one can clearly see the limits of the domain of practical convergence at \( x_1 = -1.175 \) and \( x_2 = -1.13 \). Those values correspond exactly to the four \( T/2 \)-periodic resonant orbits highlighted in [14], and denoted PO2a-d (see Figure 2b therein). As usual, such low order resonances tend to introduce small divisors in the semi-analytical algorithms and therefore act as a natural obstruction to the existence of a good parameterization. However, the use of the graph style allows to limit to the bare minimum the number of small divisors involved in the solving of the homological equations (see 4.2). Consequently, the domain of practical convergence is increased, as can be seen on Figure 3b.

These remarks remain true for all tested sets of initial conditions.
5.2. Projection method

All the subsequent solutions within the center manifold have been computed using the projection method, described in details in [12]. In brief: for any initial conditions $s_0$ in the center manifold, the initial conditions $z_0$ in EM coordinates are obtained at time $t_0$ applying $z_0 = W(s_0, \omega_s t_0)$. Then, the state is integrated using the 6-dimensional physical vector field, until time $t = t_1$. Due to numerical instabilities produced by the hyperbolic directions, the overall error tends to grow. Hence, the current state $z(t_1)$ can be projected on the parameterized center manifold, which provides a new vector $s_p$. The state $z_p = W(s_p, \omega_s t_1)$ is then used to start the next integration phase.

In the context of integration by projection, one can get a rough idea of the precision of each solutions by computing the magnitude $e_P(t_1)$ of the correction performed at each projection, defined as:

$$e_P(t_1) = |z(t_1) - z_p(t_1)|_{\infty}$$

(18)

Note that the change of variables involved in the projection process is particularly easy to perform using the graph style, as it has been shown in paragraph 4.3.1.

5.3. Variations of the energy

Contrary to the CRTBP case, the energy is not constant along a solution inside the center manifold. In order to get an estimation of the variations of the energy, the $xy$-planar stroboscopic maps of the center manifold of EML$_1$ have been computed. Namely, for each initial condition of the form $s_0 = (s_1, 0, s_2, 0)^T$, $t_0 = 0$, the EM equations of motion are numerically integrated and a point is stored each time the trajectory crosses the section $t = 0$ $[T]$, with $T$ the period of the QBCP. Selecting only the points for which $t = 0$ $[T]$ erase all variations ought to the $T$-periodic behavior of the coefficients that appear in the Hamiltonian (1).

For each individual orbit, the mean energy $\mu(\delta H)$ has been computed along with the associated standard deviation $\sigma(\delta H)$. The corresponding results are presented on Figure 4. On this figure, the greater the mean energy, the bigger the orbit. For instance, a mean energy around 0.005 corresponds to a mean distance from the libration point of about 17000 km (resp. 13000 km) in the EML$_2$ (resp. EML$_1$) case. The stroboscopic maps have been computed in the mean mean energy range $[0, 0.011]$, which encloses the Halo orbit bifurcation for both libration points (see section 5.4).

EML$_1$ case. The standard deviation is a smooth increasing function of the mean energy value. Moreover, $\sigma(\delta H)$ is never greater than 10% of the mean energy, except for very small values of the energy. As an example, $\sigma(0.01)$ is about 3% of $\mu(0.01)$.
For values of the energy smaller than 0.006, and as the mean energy increases, the standard deviation is more or less converging to 10% of the mean energy.

Around $\mu(\delta H) \approx 0.006$, the standard deviation breaks down, which corresponds to the solutions that cross the $2\omega_s$ resonance. After this resonance, starting from $\sigma(\delta H) = 0$, the standard deviation regains its smoothness with respect to the mean energy.

In the CRTBP autonomous case [8, 12], an additional condition on the energy of the form $\delta H_0 = h$ allows to produce two-dimensional Poincaré maps.

In the QBCP case, the energy is no longer constant but its variations remains bounded for any solution in the center manifold, in proportions similar to the results of Figure 4. Hence a relaxed version of the energy condition may be defined: $|\delta H_0 - h| \leq \sigma^c(h)$, with $\sigma^c(h)$, a given “energy thickness”, representative of the energy variations associated with an initial energy around $h$. The underlying idea is to define an energy layer such that all solutions that have an initial energy within this layer maintain their energy in it.

In this paper, the “super” constraint $\sigma^c(h) = 0$ has been imposed in order to limit the number of solutions displayed on the maps. Consequently, looking at a given map, one has to recall that (i) the energy is not constant but bounded along the trajectories (with a maximum deviation around 10%), and (ii) the range of displayed solutions is a representative but non-exhaustive set of solutions inside this energy layer.

In practice, the following process is used to compute the maps: the initial time is set equal to zero. Then, an initial energy value $h$ and a point $(s_1, s_3)$ are selected. Moreover, the condition $s_2 = s_4$ is imposed, which, with the graph style and the current choice of COC, guarantees that $z(t = 0) = 0$ in EM coordinates. Imposing $\delta H_0 = h$, the corresponding $s_2 = s_4$ value is computed. Then, this point is used as initial condition for a numerical integration of the equations of motion, plotting a point each time that the trajectory crosses the plane $z = 0$, $p_z > 0$. For each of these points, the projection method is used to reinitialize the state on the center manifold, and the projection error $e_P(t)$ is estimated. The precision $e_P(t) = 10^{-6}$ is taken as an arbitrary reference accuracy. In practice, it corresponds to a maximum error of about 50 meters in position and $10^{-4}$ meters per second in velocity.

### 5.4. Poincaré maps

Poincaré maps provide a qualitative insight into the dynamics inside a center manifold. In this paper, Poincaré maps with a Poincaré section of the form $z = 0$, $p_z > 0$ have been computed in the EML$_{1,2}$ case. Such sections are also usually used in the CRTBP autonomous case [8, 12]. In the latter context, an additional condition on the energy of the form $\delta H_0 = h$ allows to produce two-dimensional Poincaré maps.

In the QBCP case, the energy is no longer constant but its variations remains bounded for any solution in the center manifold, in proportions similar to the results of Figure 4. Hence a relaxed version of the energy condition may be defined: $|\delta H_0 - h| \leq \sigma^c(h)$, with $\sigma^c(h)$, a given “energy thickness”, representative of the energy variations associated with an initial energy around $h$. The underlying idea is to define an energy layer such that all solutions that have an initial energy within this layer maintain their energy in it.

In this paper, the “super” constraint $\sigma^c(h) = 0$ has been imposed in order to limit the number of solutions displayed on the maps. Consequently, looking at a given map, one has to recall that (i) the energy is not constant but bounded along the trajectories (with a maximum deviation around 10%), and (ii) the range of displayed solutions is a representative but non-exhaustive set of solutions inside this energy layer.

In practice, the following process is used to compute the maps: the initial time is set equal to zero. Then, an initial energy value $h$ and a point $(s_1, s_3)$ are selected. Moreover, the condition $s_2 = s_4$ is imposed, which, with the graph style and the current choice of COC, guarantees that $z(t = 0) = 0$ in EM coordinates. Imposing $\delta H_0 = h$, the corresponding $s_2 = s_4$ value is computed. Then, this point is used as initial condition for a numerical integration of the equations of motion, plotting a point each time that the trajectory crosses the plane $z = 0$, $p_z > 0$. For each of these points, the projection method is used to reinitialize the state on the center manifold, and the projection error $e_P(t)$ is estimated. The precision $e_P(t) = 10^{-6}$ is taken as an arbitrary reference accuracy. In practice, it corresponds to a maximum error of about 50 meters in position and $10^{-4}$ meters per second in velocity.

### 5.4.1. EML$_2$ case

The results can be seen on Figure 5, for small values of the energy. All solutions comply with the condition $e_P(t) < 10^{-6}$. Contrary to the autonomous case, some solutions overlap. In particular, the overlapping seems to increase with the initial energy, which is consistent with the fact that the standard deviation of the energy tends to grow with its mean value.

On each plot, several solutions exhibits specific variation patterns (see for example the innermost green solution of Figure 5c). These patterns are present also when the integration of the equations of motion is performed directly with the reduced vector field. Therefore the discontinuities introduced by the projection method cannot be held responsible for such variations, which are truly characteristic of the periodically-perturbed system.

In order to test the limit of the description provided by the parameterization method, equivalent Poincaré maps have been computed for higher initial energies. The corresponding results are given on Figure 6. For these two plots, the condition $e_P(t) < 10^{-6}$ have been relaxed (see caption), but the points that indeed comply with this constraint are displayed in green. As one would expect, it is clear that the precision worsens as the energy increase. Such precision shortage is expected, in particular in the EML$_2$ neighborhood which corresponds to higher energies than the EML$_1$ case, in absolute. In particular, it seems difficult to achieve a very good accuracy during the computation of quasi-halo orbits. Even if their influence is reduced by the graph style implementation, it is probable that the orbits resonant with the Sun still participate in the numerical error. A remaining challenge is to dissociate the contribution of the latter to the error from the natural precision decay inherent to the three-body EML$_2$ case.

### 5.4.2. EML$_1$ case

The results for the EML$_1$ case are given on Figure 7. The same remarks apply. In particular, high energies require the condition $e_P(t) < 10^{-6}$ to be slightly relaxed. However, the halo orbit bifurcation is more easily obtained. Such a difference may be ought to two factors. First, the Halo bifurcation happens for an energy smaller than in the EML$_2$ case, both with
Fig. 5: Low-energy Poincaré maps in the EML$_2$ case, in EM coordinates. All solutions comply with the condition $e_P(t) < 10^{-6}$. The color scale is just here to visually distinguish the solutions.

The different styles available in the PM bring more flexibility to the user, compared to the normal form computations over the Hamiltonian. In particular, the graph respects to the libration point and in absolute. Then, there is no known resonances with the Sun in the close vicinity of the EML$_1$ which could act as a natural obstruction to the semi-analytical description of this neighborhood. Additional simulations show that, at higher energy, a precision decay very similar to the one displayed on Figure 6 occurs in the EML$_1$ case, which tends to back up the first hypothesis.

Fig. 6: High-energy Poincaré maps in the EML$_2$ case. In green: all points that satisfy $e_P(t) < 10^{-6}$. (a) All displayed solutions comply with $e_P(t) < 10^{-4}$. (b) All solutions satisfy $e_P(t) < 10^{-3}$.

Fig. 7: Low-energy Poincaré maps in the EML$_1$ case, in EM coordinates. On (a), (b): all solutions comply with the condition $e_P(t) < 10^{-6}$. On (c), (d): all solutions comply with the condition $e_P(t) < 10^{-5}$. The color scale is just here to visually distinguish the solutions.

6. CONCLUSION

In this paper, the parameterization method (PM) has been applied to obtain high-order semi-analytical approximations of invariant manifolds about the dynamical equivalents of the collinear libration points in the Sun-perturbed Earth-Moon system, viewed as a Quasi-Bicircular Problem. The overall process can be seen as an extension of previous works in the CRTBP [12, 15]. Both the method and its applications have been focused on the comparison with normal form computations in the Sun-Earth-Moon QBCP, more specifically in the EML$_2$ case [6, 14]. It has been shown that the advantages of the parameterization methods are particularly relevant in this context. More specifically:

- The different styles available in the PM bring more flexibility to the user, compared to the normal form computations over the Hamiltonian. In particular, the graph
style allows to keep to a minimum the number of potential small divisors during the computation of the semi-analytical approximations. The visible consequence is that some specific resonances with the Sun are better handled, although they most likely still act as an obstruction for the domain of practical convergence.

- The graph form of the parameterization provides a very simple change of coordinates between the physical variables and the reduced coordinates. This allows to easily project the current state on the center manifold which in turns speeds up the numerical integrations.

- Finally, from a pure numerical perspective, the parameterization method allows to manipulate 4-dimensional Taylor series. On the contrary, the normal form procedure is performed on the 6-dimensional complete state. Working with the parameterization method allows to reduce the dimension of the Fourier-Taylor series, which can be critical at high order, when millions of scalar coefficients are involved.

In spite of these advantages, results on Poincaré maps show that the EML₂ quasi-Halo orbits are still difficult to obtain semi-analytically. On the contrary, they have been more easily computed in the EML₁ case, despite the limited accuracy of the associated change of coordinates (2) that limits the highest available order for the parameterization.

Indeed, the precision of the $T$-periodic functions that are used throughout the procedure act as a bottleneck for the overall accuracy of the parameterization. Improving these functions would benefit the whole process and help understand how well the resonances are actually handled by this new implementation.
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