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Feature Diagrams 



Feature Diagrams 



Feature Diagram - STIX 



Functional Decomposition 

  



Towards OSRA-P 

OSRA-P Architecture 

Payload domain 

SIFSUP 



Payload Deployment Options 

without TSP, generally on 
dedicated HW node 

 
 

with TSP, on non-dedicated HW 
node 
 

 
 

Monolithic Partitioned 



Payload Deployment Options 
 

@ RUNTIME 

Classical 
• RTOS 
• Common drivers 
• Specific Drivers 
• BSP 

 
 

TSP based 
•Guest RTOS 
•Guest BSP 
•Common drivers 
•Specific drivers 
•TSAL 

 
 

Monolithic Partitioned 



Towards OSRA-P 

OSRA-P Architecture 

Payload domain 

SIFSUP 
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Payload-Platform interface 

Three main types (SAVOIR - ASRA): 

1. Direct PL interface 

2. PL interface unit (PLIU) 

3. PL management unit (PLMU) 

 

OSRA-P is PL application software: what do these 
PL-PF interface approaches mean for PL application 
software? 



1. Direct Payload-Platform Interface 

PL SW integrated with PF SW 
• PF and PL share same OBC (onboard computer) 
• PF ASW and PL ASW share OSRA-P execution 

platform 
TSP-based runtime: 

• PL and PF development processes are more independent 
• Different criticality of PL and PF SW 
• I/O partitioning 

Classical runtime: 
• PL and PF development processes depend on each other 
• Same criticality of PL and PF SW 



2. Payload Interface-Unit Interface 

PL interface-Unit: (programmable HW, FPGA/ASICs) 
• Similar SW characteristics as Direct PL-PF interface 
• Some SW functions (possibly EP functions) are delegated to the 

PLIU 



3. Payload Management-Unit Interface 

PL Management-Unit: 
• PL processor running PL SW 
• (Programmable) HW running PL functions 

 
Independence between PF and PL SW 

• PF and PL on different OBCs 
• PF ASW and PL ASW have their own execution platform 
• Independent development processes 
• Possibly different criticalities for PL and PF SW 



OSRA-P execution Platform Configuration 

1. Module selection (e.g., OBCP engine, Memory 
Access Service) 

2. Source code adaption (e.g., Common drivers) 

3. New module integration (e.g., Specific drivers, 
libraries) 

4. Executable image generation (e.g., tayloring 
based on mission SDB) 



PUS services  
EP Module 

Applicability 
M: mandatory 

O: optional 
Service Service name 

1 Telecommand verification service Protocol Handling M 
2 Device command distribution service Platform Access Service M 
3 Housekeeping & diagnostic data reporting service Reporting Service M 
4 Parameter statistics reporting service Reporting Service O 
5 Event reporting service Reporting service M 
6 Memory management service Platform Access Service M 
7 Not used     
8 Function management service Commanding Service O 
9 Time management service Platform Access Service M 

10 Not used     
11 On-board operations scheduling service Automation Service O 
12 On-board monitoring service Monitoring Service M 
13 Large data transfer service FPSS, Platform Access Service O 
14 Packet forwarding control service Forwarding Service O 
15 On-board storage and retrieval service FPSS, Platform Access Service O 
16 Not used     
17 Test service Platform Access Service M 
18 On-board operations procedure service OBCP Engine O 
19 Event Action Automation service M 

Relation to PUS 



System 
Architect 

SW Architect 

ASW developer DE developer BB Partition 
supplier 

EP supplier 

Runtime supplier 

BSP supplier TSAL supplier Partition kernel 
supplier 

Common Driver 
supplier 

Specific Driver 
supplier RTOS supplier 

EP Module 
supplier 

OSRA-P Roles 

Each role includes 
responsibilities for 
• Specification 
• Design 
• Integration 
• Validation 
• Qualification  



OSRAP Workshop Discussion & Feedback 
Discussion topics / feedback 

• Data pool: where / how? 

• Reporting service is responsible 
for Parameter setting 

• Mandatory and optional EP 
modules 

• Support for time-and-space 
partitioning 

• Common  and specific HW 
drivers 

• Actors, roles, contractual aspects 

 Distributed over EP modules 

Currently, as in COrDeT OSRA 

EP modules are selectable 

2 EP runtimes 

Configuration vs new 
modules 

OSRA-P roles applied to case study 

43 Attendees (16 from ESA,  27 from industry) 
From 27 industry attendees, 6 (22%) provided feedback 



Case study 1: MTG FCI/IRS ICU SW 

Two instruments (imager & sounder) 

 

Similar SW architecture based on an MTG 
Execution Platform 

 

MTG execution platform contains shared FCI/IRS 
functionality 

 

FCI and IRS specific functionality implemented on 
top of MTG execution platform 

 

Focus: Development Process 



Case study: MTG FCI/IRS ICU SW 

FCI/IRS instantiation of OSRA-P:  

Use generic OSRA-P functionality as much as 
possible 

Remaining, FCI/IRS specific, functionality: 

1. Workplan management (mission operations) 

2. Thermal control 

3. PUS 128+ (application specific services) 

4. Specific HW management 

 

 



MTG FCI/IRS ICU ASW Actors 

 

Agency 

MTG- I Prime MTG- S Prime 

MTG FCI 
supplier 

MTG IRS 
supplier 

MTG FCI SW 
supplier 

MTG IRS SW 
supplier 

MTG FCI EP 
supplier 

MTG IRS EP 
supplier 

PUS library 
supplier 

RTOS supplier 



Mapping roles and (FCI) actors 

Role Actor 
System Architect MTG FCI prime 

SW Architect MTG FCI SW supplier 
ASW supplier MTG FCI SW supplier 
Design Environment Engineer MTG FCI Execution Platform supplier 
Black-Box Partition Supplier N.A. 
Execution Platform Supplier MTG FCI Execution Platform supplier 
Execution Platform Module Supplier MTG FCI Execution Platform supplier 
Common driver supplier MTG FCI OBC supplier 
Specific driver supplier MTG FCI Execution Platform supplier 
BSP MTG FCI OBC supplier 
Guest RTOS Supplier MTG FCI Execution Platform supplier 
Partitioning Kernel Supplier N.A. 



Focus: Technical Depth 
Case study 2: STIX  

The rebuilding of a FSW’s static architecture 
based on its TMTC structure/ICD using the EP 



• PL Management-Unit: 
• PL processor (ICU) running PL ASW 
• (Programmable) HW running PL functions 
• Local (private) MM also available 

• PF-PL communication via standardized link (SpW) 
• Independence between PF and PL SW 

• Typical ECSS waterfall development processes 
• B criticality level (mission critical) 

X 

PF – PL Type: Payload Management-Unit Interface 



Current Development 

OSRAP use case 

Background 
definitions or 

specs 
(SOIS, CCSDS) 

Re-design of STIX FSW in OSRAP 



Current Development 

OSRAP use case 

Re-design of STIX FSW in OSRAP 



Case study conclusions / lessons learned 

1. No analyzed instrument needs all EP modules - EP modules are selectable 
and configurable 

2. Original EP definitions,- some appeared applicable, but their detailed 
definitions were found either ambiguous or incomplete (i.e. how to 
define/set groups) 

3. In certain circumstances, the EP gave room for design options. In STIX, this 
was in FDIR – we could have used Automation Service or OBCP for 
implementing low severity or simple response FDIR 

4. Actual roles were used to define generic OSRA-P roles. OSRA-P roles can 
help defining contractual relations 



Conclusions 

1. Faster and more efficient 
development and 
integration of payload 
systems. 

2. Improve reuse 

3. Reduced effort for quality 
assurance and qualification 

4. Streamline cooperation 
between PL experts and PL 
SW developers 

5. Facilitating multi-team 
suppliers 

6. de-risk/improve the 
interfacing between SW 
elements 

High level Aims Of 
common SW Arch. Results 

1. Domain analyzed based 
on 12 Payloads 

2. OSRA-P Built on top of 
existing platform OSRA 

3. OSRA-P encapsulates 
generic functionality of 
Payload systems, based 
on real instruments 

4. Replication of 
development process of 
a real instrument 

5. Technical Design of 
instrument SW feasible 

 

Objectives of OSRAP 

1. Review Payload Domain 

2. Define an OSRA for 
Payloads ((leverage results 
of OSRA on platform side) 

3. Demonstrate OSRA-P 



Open issues / future work 

• Component-based PL SW 
Engineering? 

• OSRA-P based Boot SW? 

• How best to divide actor 
responsibilities? 

 

• OSRA-P Requirement 
specification 

• Specification of reusable 
components 

• Prototype 
implementations 

• Tool-support 

• Qualification 
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