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Catalyst 
-  Commercially available deep submicron IC shown to have “good enough” radiation resilience 
-  Space electronics is no longer under ITAR restriction 
 

Market drivers 
-  Scientific research 
-  Government systems 
-  Commercial remote sensing 
-  Commercial in-flight internet access 
-  Commercial global internet infrastructure 
-  Commercial air traffic control and navigation 
-  High altitude platforms (HAP) > 65k Ft (or 19.8km) 
-  Hobbyist / amateur remote sensing and experiments 
-  Etc. 

Commercialization of space 
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Operational Challenges 
Inter-satellite link (ISL) 
Maintain cluster formation 
System fault recovery 

Performance Challenges 
Up/Down link bandwidth 
Multi-hop relay latency 
On-board processing  
Dense traffic management 

Data type 
•  Navigation 
•  Payload 
•  Health & status  

Navigation & Control 
Requirement 

Relative Motion 
Between Satellites 

Multiple Access 
Technology 

Data Update 
Frequency 

Data Length 

Separation 
Distance 

Data Rate 

Bandwidth 
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Benefits and Advantages 
Rapid system development 
Shorter technology update interval 
Cheaper system cost 
Gain reliability via satellite redundancy 
Scalable performance – virtual satellite 
Dynamic traffic routing options 
More persistent coverage with faster response 
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Common Subsystems 

High speed serial 
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Generic Unmanned System Modules 
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Generic Satellite System Modules 
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DSP Centric Subsystem  
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Primary DSP applications on satellites 
-  Image processing 
-  Data compression 
-  Modem and waveform processing 
-  RF signal and data processing 

DSP requirements in space context 
-  Power efficient  à  get the most GFLOPS per Watt 
-  High dynamic range and precision à variable precision floating point capable 
-  Small footprint à integrated memories, DSP blocks, and logics in small packages 
-  Multi-waveform capable à software defined radio architectures or equivalent 



Example: Synthetic Aperture Radar 
Back Projection Image Formation Algorithm 
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Example: Ultra-wideband Signal Channelization 
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Hyper spectral remote sensing 
Signal intelligence 
MIMO radar system infrastructure 
Commercial wireless infrastructure 

 

1 2 3Target Input Signal

Input Signal 2
Input Signal N

Desired Term Alias term due to folding
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High speed network traffic system 
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“Omnify” – Order of Magnitude increase every Five Years 

In 2028, Zetabyte/month (10e21) 
4600 satellite required 
3200 links at 1Tb/s 

Source: Mobile Internet from the Heavens, Farooq Kahn 



Example: high speed network switch 
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Next Generation Space Interconnect Standard (NGSIS) 
-  SpaceVPX (VITA78) 
-  RapidIO 3.1 Part S 

RapidIO switch and endpoint 
-  Test vectors 
-  Data generators and results comparators 
-  Integration and validation services 

Supports 
-  Streaming data 
-  Ethernet/IP packet networking 
-  Shared memory semantics 
-  Using OpenCL programming model 

Performance 
-  Starting at 170GFLOPS and scale to TFLOPS 
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Artificial Intelligence (AI) in satellite application 
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Current and future usages 
-  Synchronization of constellation formation or clusters 
-  Coordinating with new constellation members or replacements 
-  Real time inter-satellite link stabilization 
-  Up/Down link coverage optimization 
-  On-board data analytics 
-  Optimize network traffic management 
-  Network/traffic security monitoring/enforcement 
-  Etc. 

Companies investing in AI  
-  Google 
-  Facebook 
-  Intel 
-  Apple 
-  Amazon 
-  Toyota 
-  Etc. 



Toward AI in satellite systems: Convolutional Neural Network 

CNN Layer types 
-  Input 
-  Convolution (filters/weights) 
-  Pooling (sub-sampling) 
-  ReLU (max(0,x)) 
-  Fully connected / Output 

Training 
-  Gradient decent 
-  Back propagation 
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Input	Layer (SI)	4	Feature		Maps (CI)	4	Feature	Maps (S2)	6	Feature	Maps (C2)	6	Feature	Maps

Convolution	Layer Sub-sampling	Layer Convolution	Layer Sub-sampling	Layer Fully	Connected	MLP



Roadmap – more details available under NDA, please contact us directly  

Silicon 

Tools 

Soft/hard IP 

System reference designs 

Radiation test systems 

Qualification report 
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Conclusion 

Cost is becoming top priority 

Cluster of small sat replacing single large satellite 

Compressed technology refresh cycles 

High performance and cost effective reliability 

System level expertise and support from component level can greatly 
increase end system performance and capabilities! 
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Q&A:  For Radiation Test Results and Business Discussions 
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Please contact any one of us to schedule private meeting 
 

Luc Marquet 
 

Karen Horovitz 
 

Christian Stenzel 
 

Ching Hu 
 

Adrian Fitzgerald 
 

lmarquet@altera.com 
 

khorovit@altera.com 
 

cstenzel@altera.com 
 

ching.hu@altera.com 
 

afitzger@altera.com 
 



Thank You 

For questions, please contact mil@altera.com  


