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CAN in Space
A small to-do list for the future



Industry is always right



A robust, reliable and capable communication bus
CAN bus on Exomars 2016 EDM worked without issues until 
the last fateful moment.

The uninterrupted stream of telemetry during the descent 
phase allowed to understand the root causes of the failure.

The words ‘CAN bus’ and ‘computer’ are not even mentioned 
in the failure investigation report.



Building Blocks for CAN





Are we ready for distributed intelligence ?
FPGA vs. SW cost: 

In many companies there are FPGA development teams with 100s of years of 
combined experience: very efficient & reliable development methods. 

For uC ‘firmware’, needs to be booted up.

Moreover (send a thank you note to ESA), documentation volume is about 2.5 times 
heavier for software and does not take into account reuse in an efficient way. 

Some process improvement efforts focused on automating regression tests & 
automatic document generation are needed to get back to equal development 
efforts vs VHDL in FPGA. 



Are we ready for distributed intelligence ?
There is a necessity to find some metrics to compare use of uC with respect to
FPGAs in avionic systems. 

Nowadays it is cheaper (in terms of total cost of ownership) to write 10k lines of 
VHDL than 1k lines of bare-metal C code for a uC !
I believe that this is not reflecting the reality and needs to change.
A proper evaluation of the different design methods needs a coordinated effort to 
review PA/QA processes to pave the way towards a greater decentralisation of 
avionic systems.



I’m not blaming the software PAs here.




