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ABSTRACT

Most of todays OHB space missions are using a @e@treckout System (TERMA CCS or similar) for spaeé testing
throughout all AIT phases. Normally, a “Set” thatams a checkout-system that consists to one spdicewdel, is
isolated from the facility LAN. All services for nming the environment have to be implemented foheat. A common
set consists of one server, some clients and amsinficture (storage, network, etc) that is adegfmttesting. Usually,
the infrastructure for each set is handled by tiogept itself.

The objective of this paper is to present a cemtfshstructure that can provide all needed netwseivices, e.g. like
Domain Name Service (DNS), Dynamic Host ConfigunatProtocol (DHCP) or Network Time Protocol (NTRida
common services like backup, version control sysi@md web services. Servers and clients will beviged as virtual
machines. In the light of this central infrastruetuthere would be a common IT-infrastructure fbpeojects. This will
lead to harmonization and cross-functionalitied 8fell foster the process for usage, maintenaaue,operations for
any Central Checkout System deployed by OHB. Tajsep highlights the possible services, e.g. adbestcility LAN
for data-exchange or needed network-services, thighpresented concept. The following features axered in this
paper:

e hardware-independent
e redundant

e scalable
» flexible
* reliable

» full-featured, all required services are implemedraed could be used if needed

« virtual network, that means that the project nelsaare locally independent and could also be spovad
external sites, e.g. Bremen, Munich, etc.

e services to the facility LAN could be granted oguest

* reduced hardware costs



The whole infrastructure will be designed with ghhievel of redundancy, reliability, scalabilitycasecurity independent
of the used Central Checkout System. It can be faredny kind of Central Checkout System, for ims® TERMA
CCS3, TERMA CCS5 or even the upcoming European comoore, i.e. EGS_CC, is covered. It is also pdesdit
provide different systems for each project. Thgeguis will have their specific requirements andsthehall be enveloped
by the proposed the central IT-Infrastructure.

DESIGN

Traditionally in a CCS setup you have two subn@tse subnet is used for the CCS itself, that meanthé server, the
clients, a storage system and a printer. The sesodet is for the communication of the SCOEs. CBS server and
also the Test Conductor Workstation (TCWS) are ecated to both networks. The CCS clients, printer e storage
are only connected to the CCS subnet.

A connection to the facility LAN is in the firstegt not designated but a connection will only beddee the CCS subnet.
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Fig. 1. Traditional CCS Setup

This traditional setup is very limiting in differemvays. The first one is the connection to thelifgcLAN. At the
beginning of a project the connection to the faciliAN always seems to be not necessary, but tleel méll increase
abruptly when tasks with CCS starts. There must Wway to, at least, transfer files, e.g. scripttheoCCS and test results
for analysis from CCS. There will also be nice-to+a features like using a central version contystesn or access to a
central error reporting system for creating erggarts in an easy way directly in the clean room.

The traditional design of an isolated EGSE setupbeiweaken in the field of IT-infrastructure. Teetups are no longer
separated and isolated but connected in a cemtabrk-infrastructure. The separation will be ddogically. It means
that from physical side of view all setups are awied somehow, but from project view access igicestl to only
needed connections and services. The advantdus is will be possible to use services for alljpobs, e.g. time services
or DNS (domain name service). Needed network sesvwian be granted or revoked in an easy and feexihy.

If the network is available for all projects thexhstep will be a centralization of the server-agiructure in order to
achieve a better utilization of resources. Serafmastructure means servers itself, but also stoeangl backup devices.
Physical servers or NAS devices are no longer ribfmtethe project setups. The central infrastruetuill also provide
the ability for running virtual machines. In thiase, the CCS servers run on central physical searet can be accessed
from project side. Data will be stored on centtakage subsystems. That means that every projatidipart of the
central IT-infrastructure can access storage auioally. Backup is part of the central infrastrugtiso everything that
is stored on the central storage subsystem is atoatly backed-up regularly. The project doeshmete to take care of



those services, e.g. storage. The virtualizatigh@&ervers will also bring much more flexibiligcause there is no need
for the projects to buy and maintain server har@wHris only necessary to request resources (additservers) which
will be provided in the virtual infrastructure.
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Fig. 2. Central IT-Infrastructure
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An operating system has to be installed directlyhenrhardware. The operating system have to takethat all hardware
devices can be used. In this case, it is necessdrgve a device driver installed. On top of theraing system there
will be the applications, e.g. CCS.

Virtualization means that the operating systenisomger installed directly on a PC or server. Eheill be a hypervisor
installed on a server, which is a software thabie to create a virtual PC, that means that CRimaony, hard drive and
interfaces are only build in software. One physgmiver is able to run several virtual machines JVihe VM itself
does not depend on hardware any longer, becaube iMM there are only virtual devices under usaigeat means,
practically, there is no need to reconfigure thetesy if the physical server changes.
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Fig. 4. Virtual Server

With a virtual server and client infrastructure rihe@re several advantages. The installed systemsotidepend on
hardware any longer. The systems will be providedietual machines, the device drivers i.e. arey avdcessary for
virtual devices and not for real hardware. Thusase of a massive hardware failure the VM coulduibeon any hardware
that runs the hypervisor. Another advantage isnbease of redundancy. There is the possibilitglaster two or more
physical servers in a cluster. The VMs that areninm in the cluster will automatically be movedrfrmne physical

server to another if there is a hardware failurd tire utilization of a server is too high and daming. From VM point

of view there is no interruption. The movemenths /M is done in the background. It is also pogstblcreate copies
of VMs in order to get a test system. Moreoverktgs virtualization reduces administration taskes, if you use desktop
virtualization you can define groups of desktop@es Within a group you can create a master inlfhgemeone wants
to use a virtual desktop the system will creatévaage out of the master image. If there is the rieed software update
or for additional configurations it is only necessto change the master images consequently ar atystem will be

updated automatically. The virtual desktop rungtenhypervisor, so communication to the CCS sesvatuch faster,

because the communication is within the cluster.

Advantages at a glance:
» Dbetter utilisation of hardware
* more flexibility
» hardware independency
* redundancy
» reduced hardware costs

NETWORK

Global Structure

Because there is a connection between the fatifty and all project LANs it is mandatory to protdbe networks
against each other. This is done via a centralvitewith protects the project networks againstfiolity LAN. On the
other hand, it protects the projects against edlabroAll network traffic is routed via the firewalAccess rules in the
firewall will control the flow of data and allow oeject network services and connections. Eactept®jill be represented
by a virtual local network (VLAN) that means thhetnetwork will be defined logically over differemetwork devices.
The advantage is that a VLAN can be spread ovewtime network infrastructure. The project netwarik become
independent from the location. Another advantagias VLANs are isolated and protected against edbbr. From
network point of view all services are pre-configdiand usable and can be applied to the projectaurest in an easy
and flexible way.



Project-Networks

The project network is comparable with the tragiibCCS-setup. There will also be a CCS LAN andE&SE LAN.
The connection of the SCOEs and test equipmentbwitihaintained. The standard PCs that are use@8scliznts will
be replaced by thin clients, which are actually@aPCs with no local storage. These clients wilyde used to connect
to a virtual CCS client installation that runs twe tentral server cluster. The client itself is enor less only used as an
terminal. The interconnection between CCS servar@@S client will only be established directly hetserver cluster.

External Sites

During a project lifecycle there will always be teuation that external sites have to be visitedtést or launch
campaigns. These external sites will be conneatdtl facility LAN via an encrypted VPN connectidgtrom project
network point of view there is no difference whettie CCS setup is located physically at the facilAN or connected

via an encrypted VPN connection from then launtd Jihe services which are granted on the fadiAiN will also be
available at the external site. Connection to aegeat the facility site or remote access can batgd easily.
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Fig. 5. VLAN and external connection

From project point of view there is no differenckese you connect to the network. You will have asde all resources
independent of the location.

NETWORK-SERVICES

DHCP and DNS
In order to achieve an easy manageable netwoskniaindatory to use DHCP and DNS.

DNS is a service that is used to create referebetgeen an IP address of a device and a hostnathatsdevices can
be reached via their hostname. Data packets thagemt through the network only reference an IResdd For better
readability it is a good idea to use hostnamesatst The DNS service will resolve a hostname toathyeropriate 1P
address.



Hosthame IP

Pri1_Client01 192.168.1.10
Pjrl_Client02 192.168.1.11
Prj2_Client01 192.168.2.10
Pjr2_Client02 192.168.2.11

In general there are two ways of distributing IE@dses in a network. The first one is to distellBtaddresses manually,
which may lead to errors because of the distrilmutibdouble addresses by mistake. The second vihg isse of DHCP.
Here the distribution of address is done automigicBach device will get an address maybe out epecial address
range or depending on the media access controéssldMAC). The DHCP service will be the centralnpaf address
distribution. Both services will be available fdr grojects from a central point.

Time Services

In a CCS setup all devices that means CCS seffienissand also SCOEs should use a common timeerefe in order
to sync communication in the setup. A good refeeeoould be the PTB in Braunschweig, which is arnmatotime
reference that is very accurate but can only beheshvia internet. Because a CCS setup is generallgonnected to
the internet network time servers e.g. from Maigber TimeTools are used. These devices are qujtersive and
traditionally needed twice for each setup. In ateriT-infrastructure it will be possible to useetPTB as the first
reference and one network time server as a redgrideernet-independent device. The reference tiillebe forwarded
to each CCS server which will be the referencdtercorresponding CCS setup.

File Services

In every project there will be sooner or later tieed for file services. There is no chance, irsatated setup, to transfer
data to or get data from a CCS setup, except th@ilsxternal storage devices for exchange. Tratsfihe CCS setup
e.g. for putting scripts on the system. Transfemfthe CCS setup in order to get session resulifatysis. The use of
external storage devices, like USB sticks, is abvdgngerous in terms of viruses.

With the central IT-infrastructure in place it wile possible to have a access to a central fileeseData that is copied
to the file server is automatically checked agaimstses so the danger of getting infected willdgavn. Because of a
connection between the project networks and thiéitfanetwork it will be possible to create exchanfiplders for each
project so that data can be accessed directly &@@rsonal workplace. Access rights can be grevasdd on personal
user accounts in the facility network correspondmthe rights for the projects.

Remote Desktop

There may be the need for a Remote Desktop (RD&LIGS setup. This would be used for controllimgraning session,
performing an administrative task like software afgdand also for debugging reasons. Because afettiteal firewall
that protects the projects against each other Eadpaotects the projects against the facility LANs also possible to
grant or reject remote access. It is possibleltmwaRDP for a special user or for a special wortista The access can
be restricted to a special CCS client in then setup the whole project subnet.

Version Control System

A version control system like Subversion (SVN) &essary to manage scripts and libraries for a €aéh file that is
check-in is stored in a repository with a specélkion so that changes are transparent and releeifsibey are faulty.

Traditionally, each CCS setup uses a dedicated S&fNer. In order to harmonize and centralize sesvitis possible,
due to a central IT infrastructure, to use oneredi8VN server that can be used from all CCS setipsh project will
get an own repository on the central SVN server.tRe projects there is no need to think about bpslor failover
because this will already be implemented. Becafiskeeocentralization it will also be possible taash a repository for
different setups within one project. The idea bdh#that there are files, especially librariesatttan be shared between
several models, because they are equal for aN\§#i.a central version control system you candbvbetween common
files and specific files which make it much easekeep all files in sync.



CCS-SETUP

Server

Traditionally each CCS-setup will make use of amalgdicated server. The server will serve all ClEhts for just one
dedicated setup. A failover system is mostly nanpkd.

The requirements for CPU and memory of a CCS searemnot very high. In order to utilize the hardevar a much
better way and get failover capabilities the COSexs are virtualized. Therefore, the servers aogiged virtually on a
server cluster. Two or more physical servers armeoted to a cluster and are able to run 20 or widgal machines
(VM). The characteristics of a virtual machine,.erggmory, CPUs or network interfaces are defingichdly. The VMs
do not depend directly on the hardware layer angenon top of a very flexible and reliable enviramhthe cluster also
provides a failover capability for all VMs.

Clients

CCS clients are only used to connect to a runni@® Gession that runs in the CCS server. On a dlemé are no
database or power applications running. The onpateling application will be synoptics that are diegl user-
interfaces.

There are two possibilities. The first one is texéfat clients” as workstations. From administratpoint of view all
clients have to be installed and configured likeal$?Cs. From users point of view these clientsparorming quite
well. The second possibility is the use of “thifents”. Thin clients are only used as an interfacthe user that means
they only connect remotely to a virtual machind tiias on the server. From administration pointiet it is very easy,
because there is only very limited administratifarenecessary. It is not necessary to install G8fBwvare on the clients
because this software will run on the virtual maehiSoftware updates for the virtual machines @addne on a server
in a “master template” that will automatically bistdbuted to all clients. From users point of vidve performance may
be worse. Costly, the hardware price of a thinntland fat client are comparable.

MONITORING

The central IT-infrastructure will also provide entral monitoring. In general, we separate betveesronitoring for IT
related devices like servers, PCs, network equipmed a monitoring for test equipment like SCOEtaulter, special
devices or tasks that are necessary to AIT and EGSE

Each project will have an own monitoring consoleghwproject related detailed information on. ThebgloEGSE
department will also have a console that will giweoverall view for all projects and the whole asfiructure.

The monitoring system is not only a passive viewttmninfrastructure, but also an active alertingtsm. If there are
problems, e.g. a filesystem is full or an import@sk is not running, the system will automaticakynd a notification to
the responsible persons.



The ,,Central Monitoring Server* will collect
information from each ,Setup Monitoring
Server and will give an overview of the
state of all projects.
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Fig. 6. Central Monitoring Structure

IT-Infrastructure

For the IT-infrastructure the monitoring will covistandard” parameters that will show how healthgy iT-infrastructure
is:

» utilization of CPUs

» level of filesystems

» accessibility of servers, storage systems, switches

* accuracy of time-services

EGSE

For the EGSE there are also standard IT relateghpeters that have to be monitored, especially fostrof the SCOE
controllers, that are usually normal PCs. Additiamanitoring is necessary for devices like signaherators, modems
and other electronical devices. The monitoring &haiso cover tasks or services on the devicesatetandatory to
run.

CONCLUSION

If the traditional way of setting up a CCS enviramt) that means an environment of separated atatadoproject
networks, will be turned off, there are a lot ofpimvements in security, robustness, features aswddcreased costs.
This will be a further step into modern and semimay to handle projects.
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