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ABSTRACT

The construction of an algorithm for the computation of dis-
tant retrograde orbits based on the use of Lindstedt series is
discussed. The solution is split into the time history of the
mean elements, which is useful in the description of the long-
term dynamics, and a set of short-period corrections that pro-
vide reasonably accurate ephemeris. It is shown that the ana-
lytical solution reproduces quite well the behavior of typical
distant retrograde orbits with small librations about the co-
orbital primary, but it also captures the main features of the
dynamics of orbits with large amplitude librations.

Index Terms— Distant retrograde orbits, Hill’s problem,
perturbation theory, Lindstedt series, periodic orbits

1. INTRODUCTION

Details on the construction of an algorithm for the computa-
tion of distant retrograde orbits are presented. The algorithm
is based on the computation of an approximate analytical so-
lution of the restricted three body problem in the Hill problem
approximation that provides accurate estimation of two basic
design parameters. Notably, these parameters can be used for
the computation of initial conditions of orbits that are peri-
odic on average, and almost periodic in the original Hill prob-
lem. Following application of iterative differential corrections
to the initial conditions predicted by the analytical solution
makes them to easily converge to the initial conditions and
period of a true periodic orbit with the characteristics fixed
by the design parameters, which is a standard technique in
preliminary mission design [1} 2} (3} |4]].

The analytical solution consist roughly of a drifting el-
lipse, whose guiding center moves around the primary with
long-period oscillations, and in which the linear growing of
the phase of the satellite is modulated with long-period vari-
ations [5]. The analytical solution that feeds the algorithm
splits into two parts of different nature. The first one provides

*SUBMMITTED TO 7TH ICATT

TFunded by Spanish State Research Agency and the European Regional
Development Fund under Projects ESP2016-76585-R and ESP2017-87271-P
(MINECO/AEI/ERDF, EU).

the periodic corrections needed for converting osculating el-
ements into the mean ones that describe the long- term evo-
lution of the dynamics. The evolution equations of the mean
elements as well as the short-period corrections are computed
by usual Hamiltonian perturbation theory based on Lie trans-
forms [[6]. The second part of the analytical solution gives the
time history of the mean elements in the form of five Lind-
stedt series that are needed for describing: the time scale in
which the Lindstedt series evolve (1 series); the time evolu-
tion of the guiding center of the reference ellipse (2 series);
the linear frequency with which the satellite evolves, on aver-
age (1 series); the long-period modulation of the phase of the
satellite (1 series), cf. [[7].

The use of the algorithm is illustrated with different ex-
amples, ranging from the typical case of 1:1-resonant dis-
tant retrograde orbits, in which the satellite remains always
far away enough from the primary, to the challenging case of
those higher order resonances in which the amplitude of the
libration of the guiding center of the orbit can take the satellite
much closer to the primary.

2. PERTURBATION MODEL AND METHOD

In the restricted three-body problem approximation, distant
retrograde orbits (DRO) evolve about the smaller primary but
out of its sphere of influence (see, [8, 9, (10, [11} [12]], for
instance). Hence, the relative motion of the orbiter about
the smaller primary cannot be approached as the usual case
perturbed Keplerian motion, typical of orbits about plane-
tary satellites, in which the gravitation of the smaller primary
dominates, and the gravitational pull of the massive primary
is taken as a perturbation [13]. In fact, both the massless body
and the smaller primary evolve about the massive primary
with co-orbital motion. Because of that, DROs are commonly
called quasi-satellite orbits.

We constrain ourselves to the planar case of the Hill prob-
lem model, which is formulated in epicyclic canonical vari-
ables (¢, q, ?, Q), viz.

o = %[(X+yw)2+(2Y+xw)2], (1)



sing = —(2Y + aw)/ V29, 2)
cosp = (X +yw)/V2D, 3)
Q = 2k +aw), 4
¢ = —(2X +yw)/(2kw), (5)

where z, y, are Cartesian coordinates in Hill’s rotating frame,
X, Y, are their conjugate momenta, respectively, w is the ro-
tation rate of the system, and k is an scaling parameter of the
transformation, whose value is chosen k£ = \/?W for conve-
nience, cf. [7]].

Then, the Hill problem Hamiltonian is written

2 v
qu)(l 5 \/A2+§s+2nc+§2+n2>’ ©
in which the following abbreviations are used:

A = (1-Kk*sin?¢)'/?, (7

§ = Q/(2kB), ®)

n = 2kq/a, ©))

v = p/(aw®), (10

a = 2b, 11)

B = bw, (12)

b = (20/w)'/? (13)

c = cos¢p, §=sing. (14)

The flow stemming from Eq. (6) can be geometrically in-
terpreted like a drifting ellipse of semi-axes b and a in the
ratio 1:2, whose guiding center, of coordinates

rc = 2b§ = Q/(k’LU),

evolves with slow librational motion about the smaller pri-
mary, which is roughly approximated by harmonic oscilla-
tions

yc = an = 2kq,  (15)

o = kﬂMSm(Qt +), Yo = 2kM cos(Qt + 1), (16)
(9]

with libration frequency 2 < w given by

Q= w\[y[K(k2) ~ B(k2)] /. 17

where K (k?) and E(k?) are the complete elliptic integral of
first and second kind, respectively, of modulus k, and

902 + (Qo/)?, tant) = Qo/(Qqo),  (18)

cf. [7]. The phase of the satellite ¢ evolves fast when com-
pared to the long-period oscillations of the guiding center, a
fact that permits to investigate the evolution of the orbits by
the usual averaging of short-period effects [} 19, [14]].

To do that, Eq. (6) is expanded in the form of the pertur-
bation Hamiltonian

M =

H=" SHio(6.,2,Q). (19)

i>0

in which € is a formal small parameter, and the expansions are
made under the following assumptions

n=0(), €£=0(), y=0("). (0
Then, we search for a canonical transformation
T:(4,¢,9,Q;w) — (¢,4,9,Q), 21

such that, in the new, prime variables, the Hamiltonian (T9)
can be written as (1" : H) = H', where

H/ = Z iHO,i(_a q/a (I)/a Q/) + 6n+1R(¢/a qlv (I)/, Q/)
= il

(22)
After truncation of Eq. to the order of €, the new
Hamiltonian does not depend on ¢’, and, in consequence, ®’
becomes a formal integral of the Hill problem in those regions
of phase space in which the assumptions in Eq. (20) are valid.
The removal of short-period effects is made with the Lie
transforms method [6]. It is summarized in solving the homo-
logical equation

Hom = {Ho.0; Win} + Hom, (23)

in which terms Ho ,, of the new Hamiltonian (22) are chosen
at our convenience, terms }NIOﬂ,,, are known from the origi-
nal Hamiltonian (I9) or from previous computations based
on Deprit’s triangle

n
Hn,q+1 = Hn—i—l,q + Z (m) {Hn—m,q§Wm+1} (24)

0<m<n

and terms W,,, which comprise the generating function

Gi
W= Z EWHLOW 7, ®,Q), (25)
i>0

are solved at each step of the procedure by solving the partial
differential equation (23), in which the symbol {; } denotes
the Poisson bracket operator.

In particular, terms Hy ., are chosen by averaging short-
period effects: Hy ,, = <ﬁ0’m>¢, and, in view of Hp g = w®,
terms W, are solved by quadrature, viz.

W = (1/w) /(ﬁom — Hopm)dé + Cpp. (26)

where C,,, = Cp,(—, ¢, ®, Q) is an integration “constant”. In
order to guarantee that W,,, is as much as possible free from
long-period effects, it is customary to choose such C), that
(W) = 0[15l[16] 17,18/ [19].

Once the generating function is computed up to the de-
sired truncation order, the series representing the equations of
the transformation 7"

¢ = Z %¢07i(¢/7 q/a (I)/a Q/),

i>0



and analogous series for the other variables, are directly con-
structed by standard application of Deprit’s triangle by
simply noting that the original variables can be written in the
form of Taylor series expansions in which the zeroth order
term is the variable itself, and terms indexed (¢, 0) are null.

3. SHORT PERIOD AVERAGING

Application of the Lie transforms procedure to remove short-
period effects from Eq. (I9) is detailed below. For the sake
of brevity in following expressions, we define the auxiliary
quantities K = K (k?)/n, E = E(k?)/=, and the auxiliary
functions

F* = 2K¢—F(¢|k?) @7
E* = 2E¢—E(¢|k?) (28)
P = 2¢—TI(k*¢|0) 29)

where F(¢ | k?) and E(¢ | k%) note the incomplete elliptic in-
tegral of first and second kind, respectively, and IT(a?; ¢ | k2)
is the elliptic integral of the third kind. Note that F™*, E*,
and P*, are periodic function of ¢ with period w. Remark
that the standard analogy between II(a?; ¢ |0) and the arc-
tangent function is not applied here because we are inter-
ested in evaluating ephemeris without constrain to the interval

¢ e 0,1/2).

3.1. 1st to 4th orders

Since H1 g = Hy o = H30 = 0, we choose Hy 1 = Hpo =
Hy 3 = 0, and compute W; = Wy = W3 = 0, from which
the periodic corrections vanish up to the third order (¢g; =
¢o2 = -+ = Qo,3 = 0) and Deprit’s triangle is filled with
the terms H; y = Hy o = Hy; = 0 derived from Eq. @

The first non-vanishing term of Eq. (I9) is Hyo =
41(=B?/2)(3¢? —~/A). From Deprit’s triangle, we compute
f[o74 = H, o, and choose

Hos = (Hio)y = 4(—w®) (27K +3¢2).  (30)
Next, we compute W, using Eq. (26), and, from it, using
Eq. 24). q0.4 = 0, Qo4 = 0

%— 1 F* (I)O’4:'y(%—2f{).

3D

A1 PR 109

3.2. 5th order

Using the assumptions in Eq. @]), terms H; o, ¢ > 4, are
obtained from the standard series expansion of the last term
in the brackets of Eq. (6), which must be further multiplied
by w®. For ¢ = 5, Deprit’s recursion gives H5 o = Hs,
and we choose Hy 5 = (HO,O)¢ =0. Then, we compute Wy
from Eq. (26), and g0 5 = 0,

90,5 7 Do 5 7

= —y— = —v—= =——-—=3

50 AT e 'AZY BB T 2A

3.3. 6th order
Again, Eq. leads to E[O’ﬁ = Hg 9. Hence,

Hos = (Hoe)p = 6l(—w®)yn* (K — E)/K*.  (32)

It follows the standard computation of W from Eq. (26) and

5 = Azl(g )2 e - 1)
o5 _ l—COS(b

6!b 2k A

o = I E- R ag|(o- o) -
o = s (gt )esr o r]

3.4. 7th order

Once more, Deprit’s recursion yields E[O)7 = Hy, and we
choose Hy 7 = (Ho7)p = 0. It follows the standard compu-
tation of W7 from the quadrature Eq. (26), and

T = ol -eB)er 5z (ze a1
o~ (e )

T = aael(xe W e

= pl(a-sB)er iz (g a1

3.5. 8th order

At this step, the coupling between perturbations of different
orders take place for the first time. Now, from Eq. (24) we find
Hyg = 35{H0 4; Wyt + 35{Ha40; Wa} + Hs . We choose
Hyg = (Hpg) g, namely

. 14E — 11K K —AE
Hos = 8lwdy [7(1—2K2)+ g T
(33)
and compute Wy from Eq. (26), from which we obtain
o8 X 2 «
5= bl K+4A)F]
+356(14E* — 11F*)n* + (F* — 4E%)¢?
172 1 3N\ o k%N o
350+ a3+ )
5 11 8 51\,
R (14+ Az T AT E)” 5]0}
q0,8 vl * *
L8~ LIZUE*—-F
8lb K13 -+ 15 %

{
[

(
<[ - 5 )+ (z+9)ed}
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% = v ,Y[ 2A2 I~((2~2I~()~]Z?)F*sc}
+52[ <2A2_1> %}
+% [8% (% - 1A9;) +227) + 146 — 11K]
#1xe (2 =175}
wp = ool —nr e g[e(s e 5 - )
L7 11 2 5
(54 g5 + a0~ 1a0)*] e

3.6. 9th order

Now, the known terms from previous computations yield
Ho’g = 56{H0’4; Ws} + 70{H4’0; W5} + 56{H5)0; W4} +
Hy ¢, and the average over ¢ gives Hp g = <I§079>¢ = 0. The
ninth term of the generating function is computed as usual,
and

R
+§[mog8(A+kc)2 158A5( 9 %)}

(L) S o1 4 2
(e e )

AA \6A8 ~ 3AS

B = Filsks (g 10)hvasis
i (3~ 3 2)1)

s = {5 (oA (9~ o) o+ 5
(- 530)¢ - i (e + )
el 5 ) S (59

- (G ) 5
FITa T
+ktos (147)

_§<72328 - 3(?26 * 8214 * 6212 E)}

3.7. 10 to 13th orders

Now, the known terms from previous computations yield
HO,lO = 84{H074; W6}+126{H076; W4}+126{H470; W6}+
126{Hs0; W5} + 84{Hg,0; Wa} + Hi0,0. Then, we choose

Hy 10 = <ﬁ0,10>¢, to get

8 - . -

Howo = 10!2w<1>7n2{7 {1 +5(B- K)K}
7T1E —-50K , 8K —20E ,

e Tt ¢ }

At this stage we found integrals that we failed to solve
analytically in the solution of Eq. (26), so the transformation
equations of the short-period elimination is only computed
up to the ninth order. Nevertheless, because the peculiar ar-
rangement we chose for the Hamiltonian, Hamiltonian terms
in prime variables, which include the coupling effects of the
perturbation, are successfully computed up to the order 13th.
Corresponding terms are listed below.

HO 11 = 11'(—(4)(1))’}/2/2

4 - .

! 2( = _ _ 3)
12 w<I>’y{5’y (15 +K-FEF-K

+% (9 - 8E2 + UEK — 30K2)n'

~ ~ o~ 8 ~ ~
+8(2K2 — 8EK +3)| + 3%(64412 — 425K)
10 g o oA
~ A (4B — 35K) + ~¢4(K — 16E
27n§<7 85K) + ;€' (K ~ 16E)}

16 K + 26E
5

+[6 - S EE-R)]m)

&n

Thus, the long-term Hamiltonian, after truncation to
higher order terms, is

13
€
Hl = E EHO,i(_7q/7¢/aQ/)a

=0

(34)

which is of one degree of freedom in (¢’, Q') and depends on
the dynamical parameter ®’. The evolution of the orbit can
then be obtained from the numerical integration of the Hamil-
ton equations derived from Eq. (34)), which progress with very
long steps because it is free from short-period effects [14].
However, a high order analytical solution is also feasible, that
provides results of comparable accuracy to the numerical in-
tegration of the evolution equations [7], which is described in
Section

4. LIDSTEDT SERIES APPROACH

The Hamiltonian flow stemming from Eq. (34) decouples into
areduced system

d¢  oH'(¢.Q59)  dQ  oH(d,.Q;¥)
dt Q! ’ dt g’ '

(35)



and a quadrature

bm s [PLLOQWD)

(36)

The latter is integrated after the solution ¢’ = ¢/ (¢, ¢{, Qp; @),
Q' = Q'(t, ¢, Qp; P') of the reduced system is known.
However, while the long-term Hamiltonian is integrable,
time explicit solutions have been obtained only for the lower
truncations. Alternatively, a Lindsted series solution to the
reduced system (33)) has been computed in [5], but limited to
the 1st order of the Lindstedt approach. An extension to the
second order of the Lindstedt series procedure, which besides
provides the evolution of ¢’ given by Eq. , has been used
in [7] without further description. We provide here full details
on the Lindstedt solution for the DROs long-term evolution.
The basics of the Lindstedt series approach are as follows
(see [20], for instance). First, we change the independent vari-
able
T =nt.

(37

The effect of this change is a simple scaling of Egs. (33)) and
(36), which now read

d¢ _ oH'(¢,Q:9) Q' oH(¢, Q59

s n

ndT N oQ’ dr aq’
(33)
e L[ O (q(7).Q (7 ®)
RV qa\7),&\(T);
¢ = ¢l + n/ T ar. (39

Next, the series

n=14Y en;, ¢ =) eqV(r), Q=) £QV(),
i>1 i>0 i>0
(40)

where ¢ is just formal, are replaced into Eqs. (38) and (39).
Then, after equating the coefficients of equal powers of ¢, we
obtain a chain of differential systems that can be solved se-
quentially as a function of 7 and the initial conditions g, Qj.
Finally, for each system ¢, we must determine the coefficient
n; so that the solution (¢(*)(7), Q) (7)) be periodic.

At each step of the procedure, we also compute the corre-
sponding term ¢; (7) from Eq. (39), so that

1 o
o=do+ > o). (41)
i>0
Up to the second order of € we get
¢ = O+ (1) +d? ), (42)
Q@ = QUM+ +P (), (43)

dh+ = [60) + 60 + 62 (7)), 44

The later is better written in the form

o' = op - {o (14 Za) 7+ 2pin - pi0] | @9

where

d d® +dM 4 4@,
p = pOr)+p () +p@ (7).

(46)
(47)

Specifically, the Lindstedt series we obtained are conve-
niently arranged in the form of the following summations:

(49)

2 m m m—j 2m—2j5—2k / 27
Q QL/Q
/ o o 0
@ =YYy y(D) (%)
m=0 1=0 j=0 k=0
d 2%
x bo) [Coni.x @y cos(2i + 1)@
FSomi (@h) sin(2i + 1)97} (50)
64/13)k Q* [ e
p = EK/E))34(quSinQT+QOb/ COSQT)
— w
2 m+l m m—j 2m—2j5—2k
Q(I) Q6/Q <Q>
KR )l
b b m=0 i=1 j=0 k=0 \%
Q) 2j 1\ 2k
X (Qob/ ) (qbo Kom,i,j,k COS 21007
im+12m+1m+l*j Q 2m+2—25—2k
' (2)
m=0 i=1 j=0 k=0 Y
e 2j 7\ 2k
x (Qob/ ) q;) i jiSIN2Q7  (51)
2 m+lm+l—j 2+4+2m—25—2k
K Q
i - ey > (3)
m=0 j=0 k=0
1/Q) J 7\ 2k
x (Qob/ (qb0> s i (52)

where the exact numeric coefficients 7, j ks Cm i, j,k> Sm.i,j,k»
Crijiks Smyigks Km.ijks Om.ijk> and dp, jr, are given in
Tables [TH8] of the Appendix.

Orbital (Tp) and libration periods (717, ) are then defined

2 2

To=75 [1+ (Qw)2d]’ =g

(53)



and a periodic solution, on average, will happen when both
periods are commensurable.

5. NUMERICAL EXPERIMENTS

We only need two basic parameters to define a distant retro-
grade orbit: the size of the drifting ellipse and the minimum
distance of it to the smaller primary in the y axis direction,
cf. [14].

The first is given by any of the semi-axes, from which &
is computed from Eq. (I3), and © from Egs. and (10).
The second is given by p = a — 2kM, from which M =
(a — p)/(2k). On the other hand, if we chose ¢y = 0, then
M = Qo /S from Eq. (18). Therefore Qo = Q(a — p)/(2k).
Another straightforward possibility is to choose Q9 = 0,
hence M = qo and, therefore, g9 = (a — p)/(2k). We are
free to choose any value of ¢ to complete an initial set of ini-
tial conditions of a DRO with the desired characteristics in the
averaged, prime space.

As a first example, we search for the typical 1:1 DRO.
We choose a = p = 10 in Hill units (x = w = 1), and
compute &’ = 12.5. Despite 2 = 0.0490672 for this value
of a, and hence our solution predicts a libration period about
20 times higher than the orbital one, this would not fit to the
1:1 resonance, so we impose 17, = Tp = 6.24852, as ob-
tained from the left equation of Eq. . We fix ¢ = 0
and compute @ = 0, which immediately shows that terms
in the square brackets of Egs. and (50) always vanish,
resulting in a fixed guiding center at the origin, on average.
The orbit libration still exists, as checked from the numerical
propagation of corresponding initial conditions in the origi-
nal (non-averaged) Hill problem equations. Nevertheless, the
errors of the analytical theory are very small, and almost neg-
ligible when the short-period corrections are incorporated into
the analytical solution.

Indeed, as shown in Fig.[I] the amplitude of the errors of
the mean elements propagation remains of just a few thou-
sandths, and practically vanish when the short-period correc-
tions are applied. Errors grow higher for the phase of the
orbiter, and a secular trend due to the early truncation of the
theory is clearly observed in the time history of the errors of
@.

If desired, the initial conditions provided by the ana-
lytical solution can be improved with differential correc-
tions to get an exact periodic orbit in the 1:1 resonance.
Using the algorithm of [21], we find that just 3 iterations
are enough to obtain the initial conditions of a true peri-
odic, stable, DRO of the Hill problem with initial condi-
tions t = Y = 0, y = 9.783444749944893, and X =
—4.847560254601411, that, after propagated for an improved
period Tp = 6.247084797518564 yield periodicity errors of
the order of 1072 for x and Y, and O(10~1?) for y and X.

Another example is presented for the case of larger libra-
tion, which is definitely much more challenging. Now we

_ 0.06[ ‘ ‘ g
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Fig. 1. Errors of the orbit with design parameters a = p =
10, with respect to the mean elements prediction alone (solid
line), and with short-period corrections (light dots).

choose a DRO with a = 10, p = 5 in Hill units (©x = w = 1).
Next, we compute & = 12.5 and Q = 0.0490672, about
20 times smaller than w. Then, for ¢ = 0 we compute
QL = 0.141645 and choose ¢, = 0. The analytical prop-
agation of these initial conditions for a libration period shows
that ¢’ grows with an almost linear rate which is just slightly
higher than 27 times orbital period, ®’, of course, remains
constant, and the evolution of the non-dimensional version of
@ and ¢, given in Egs. (@) and @I), respectively, is depicted in
Fig.[2l

If we now compute initial conditions in the original, non
averaged space and compute the corresponding orbit by nu-
merical propagating the equations of motion of the Hill prob-
lem, we find that the real orbit and the analytical prediction
match quite well, as depicted in the left plot of Fig. 3] where
the mean orbit is represented with light dots and the real orbit
with a solid line. On the other hand, the predicted behavior
of the guiding center indeed averages the trajectory derived
from the real trajectory, as shown in the right plot of Fig.[3]
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Fig. 2. Non-dimensional equinoctial variables £ (dashed line)
and 7 (solid line) along one libration period of the orbit with
design parameters a = 10, p = 5.

where the analytical prediction is represented with dots.

Things fit even much better when short periodic effects
are added to the mean elements prediction. Indeed, as shown
in Fig. [ short-period effects are the more important source
of errors of the mean analytical solution (solid lines), whereas
osculating predictions flatten the errors and (light dots) clearly
disclose the secular and long-period errors that result from the
early truncation of the perturbation approach.

The lack of commensurability between the orbital and li-
bration periods T, /To = 18.3 shows that the orbit with de-
sign parameters a = 10, p = 5 is not periodic. However,
as shown in the left plot of Fig. [f] it is close to periodic-
ity. Then, the initial conditions are amenable of improving
by differential corrections to give a true periodic orbit. To
do that, we use the algorithm described in [21]], which need
an initial estimation of the period. The initial conditions and
period predicted by the analytical theory produce final con-
ditions far away from the initial ones, as demonstrated by
the initial point of coordinates ~ (0.16,9.9) and the final
ones ~ (5, —2.6), highlighted with a bright, large dot in the
left plot of Fig. 3] Still, more favorable initial conditions
and period are easily computed by linear interpolation us-
ing, for instance, the secant method. If we do that without
modifying the minimum distance p, we obtain an exact com-
mensurability 77, /To = 18 for the slightly modified semi-
major axis a = 9.87661. Direct propagation of the improved
initial conditions in the Hill (non-averaged) problem equa-
tions yield now an almost periodic orbit where initial and fi-
nal points almost superimpose both for the coordinates and
conjugate momenta, with absolute errors §dz ~ dY = 0.01,
oy =~ AX =0.17.

Application of differential corrections to the improved
initial conditions and period with the algorithm of [21],
needs just 4 iterations to converge to a true periodic, sta-

Fig. 3. Orbit with design parameters ¢ = 10, p = 5, evalu-
ated along one libration period ~ 18.3 orbital periods. Left:
Mean orbit prediction (light dots) superimposed to the nu-
merical propagation (solid line); the bright dot at ~ (5, —2.6)
marks the last point for the predicted libration period. Right:
Mean evolution of the guiding center (black dots) superim-
posed to the true trajectory (solid line).

ble, DRO of the Hill problem with initial conditions z =
5.073172530052394, y = 0, X = 0.1353185618586326,
Y = —5.014034636487915 and period 112.3809318954195,
producing periodicity errors O(10~14) for §x and JY, and
O(10~ 1) for 6y and AX.

6. CONCLUSIONS

A detailed description of an algorithm for computing distant
retrograde orbit is provided. It relies on time explicit solu-
tions of the Hill problem computed by perturbation methods,
and approximates remarkably well the dynamics of this class
of quasi-satellite orbits. The algorithm shows the existence
of two design parameters, which are related to the size of the
orbit and the minimum libration distance to the co-orbital pri-
mary. The proper choice of these parameter provides the ini-
tial conditions of an orbit with the characteristics determined
by the user that is periodic on average. These initial con-
ditions are amenable to the standard improvement with dif-
ferential corrections, so that a true periodic orbit of the Hill
problem with the desired attributes is easily obtained.
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Fig. 4. Errors of the orbit with design parameters a = 10,
p = 5, with respect to the mean elements prediction alone
(solid line), and with short-period corrections (light dots).

7. APPENDIX: EXACT COEFFICIENTS OF THE
LIDSTEDT SERIES SOLUTION

Following tables provide the necessary coefficients of the
Lindstedt series solution in Eqs. (@8)—(52). The abbreviations
E = E(k?), F = F(k?) are used for convenience.
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