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Geant4 Physics & Applications 
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HEP Applications 
    High Energy Physics has been the first domain to use Geant4 in production, with 
the BaBar experiment. LHC experiments have been using Geant4 in detector 
design and are using it in physics analysis. Geant4 is also the simulation engine 
choice of the next generation of electron machines. 

The CMS detector 

Responding to the simulation needs of the LHC era, with the Higgs boson 
hunting, had been the initial motivation of the creation of the proto-Geant4 
project, RD44, in 1994. 

Projectile de Broglie l(fm) 

Projectile Kinetic 
Energy (GeV) 

Geant4 Electromagnetic Physics 
    The electromagnetic physics covers interactions of gammas, muons and 
electrons, and ionisation of all charged particles. A “standard” package offers an 
implementation suited for applications disregarding effects below a few ~10 keV, 
and a “low energy” one provides approaches (Livermore, Penelope) for more 
accurate modeling of atomic shell effects allowing simulation down to ~250 eV. A 
very low extension, Geant4-DNA, includes particle-molecule effects for an energy 
limit of ~10 eV. The same approach is developed for silicon. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Geant4 Hadronic Physics 
    Hadronic interactions involve three main regimes : high energy, with string 
models (Quark Gluon String [QGS], Fritiof [FTF]), intermediate energy, with intra-
nuclear cascade models (Bertini [BERT], Binary [BIC]), and low energy, with 
precompound, Fermi break-up, fission/evaporation, capture at rest models and 
radioactive decays. From 20 MeV down to thermal energy neutrons are handled 
by means of cross-section databases, with the High Precision [HP] package.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Medical Applications 
    Medical Applications interest in Monte Carlo is the accuracy capability in 
complex structures. Geant4 is used for radio-, proto- & carbo-therapy medical 
research fields. It is used also in optimization of brachytherapy devices, 
radioprotection and nuclear imaging. Large users communities exist in US, Europe 
and Japan. CPU performance boost allowed by Geant4 MT or by GPU prototype 
versions open the possibility for routine usage in treatment planning. 

Simulation of water chemical species migration 
accounting for electrical mutual interaction after a 50 
MeV proton irradiation. Post irradiation chemical 
attacks amount for ~60% of total damages on DNA. 

DNA geometry model simulated : 46 
chromosomes, 332k chromatine pieces, 
30 millions nucleosomes, 6 billions base 
pairs… 
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DNA Scale Level Simulation 
    Project initiated by the ESA, in view of manned mission to Mars: it is a bottom-
up approach of dosimetry. Physics processes are extended down to a few eV, 
based on particle – molecule cross-sections. The approach is applied also to 
silicon, for accurate simulation of  Single Upset Events. 

The ATLAS detector 

Planetocosmics : a simulation tool for planetary 
scale particle transport. The red curve is a proton 
trajectory in the Earth magnetic field. Irradiation 
level around a planet, at ground level, and with 
related activated isotopes can then be predicted. 

The recent Higgs boson discovery 

1 ps 

1 ms 
1 mm 

(a) The simulation energy resolution (in %) in two sampling calorimeters compared with one 
standard deviation measurement (ZEUS calorimeter : E. Bernardi E et al., NIM A, 262, 229-242, 
(1987); G. D'Agostini et al., NIM A, 274, 134, (1989))). 

(b) Comparison of Geant4 energy loss models with ALICE test-beam data (D. Antonchyk et al., 
NIM A, 565, 551-560 (2006); P. Christiansen et al., Int. J. Mod. Phys. E, 16, 2457-2462 (2007)). 

(c) Comparison of angular distribution width (Data/MC in %) for various materials after traversing 
various material thicknesses, data from electron scattering benchmark (C. Ross et al., Med. 
Phys., 35, 4121, 2008). 

Secondary production range threshold (mm) 

(a) (b) (c) 

ADC Log(thickness/X0) 

Intermediate Energy 
Nucleon 

dominating 
behavior 

Low Energy 
Nucleus 

dominating 
behavior 

High Energy 
Quark/gluon 
dominating 

behavior 
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Incident p in Cu/LAr sandwich simplified ATLAS 
hadronic endcap calorimeter 

Examples of models combinations 
in “physics lists” 

Neutron simulation down to thermal energies: 
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Geant4 can use the same neutron data library than 
MCNPX. Verification spectra of MCNP and Geant4 output 
of outgoing neutrons produced in neutron collision. 
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Proton beam line, range shifter and dose 
deposit simulations at HIBMC (Japan). The 
proton energy is 150 MeV. (T.Aso IEEE NSS 
2007 N60-1) 

DICOM geometry and 
dose visualisation with 
« gMocrem » tool: 
http://geant4.kek.jp/gMocren/ 

Space Applications 
    Applications of Geant4 in space cover planetary scale simulation for soil level 
media activation studies, soil composition through X-ray re-emission, space ship 
simulation for radioprotection and electronic single event upset predictions, 
electronic chip scale simulation for accurate understanding of single event upset 
generation. It includes also underground, ground level or satellite cosmic ray 
experiments simulation. 

Very Low Energy 
Atomic and molecular 
structures dominating 

XMM-Newton X-ray telescope, launched in 1999 

Radiation effects on its instruments were 
modeled with Geant4 prior to its launch. 

Geant4 prediction for single 
upset rate is more accurate 
than standard software.  
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A Monte Carlo toolkit for passage of particles through matter 



General introduction  
and brief updates 



Geant4 History 

•  Early discussions, for example at CHEP 1994 @ San Francisco 

•  Dec ’94 – R&D project start 

•  Apr ’97 - First alpha release  

•  Jul ’98 - First beta release  

•  Dec ’98 - First Geant4 public release - version 1.0 

•  Several major architectural revisions 

–  E.g. STL migration, “cuts per region”, parallel worlds, multithreading 

•  Dec 8th, ’17 – Geant4 version 10.4 release 

–  May 25th, ’18 - Geant4 10.4-patch02 release 

•  We currently provide one public release every year. 

–  Dec 7th, ’18 - Geant4 10.5 release 
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Scheduled next release 



10.4	came	with	new	user’s	guides	and	new	logo	
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Geant4	version	10	series	

•  The	release	in	2013	was	a	major	release.	
–  Geant4	version	10	–	release	date	:	Dec.	6,	2013	

•  The	highlight	is	its	multi-threading	capability.	
–  The	world	first	large-scale	physics	software	fully	multithreaded	

•  Geant4 version 10 series will be evolving. 
–  Performance improvements (both in physics and computing) 
–  Missing functionalities yet to be migrated to multithreading,  
–  Additional APIs  
–  Additional functionalities 
–  New physics 

Geant4 kernel update - M. Asai (SLAC) 

G4MT		
prototype-9.4	

(2011)	

G4MT	
prototype-9.5	

(2012)	

G4	10.0.beta	
(Jun.2013)	

G4	10.0	
(Dec.	2013)	

G4	10	series	
(2014~)	

•  Proof of 
principle

•  Identify 
objects to 
be shared

•  First testing

•  MT code 
integrated 
into G4

•  API re-design
•  Example 

migration
•  Further testing
•  First 

optimizations

•  Production 
ready

•  Public 
release

•  Further 
refinements
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We	are	making	it	faster!	

7 

ATLAS : “The 10% CPU improvement we gain from the move from G4 9.6 to 
 10.1 is invaluable to the collaboration.” 
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Many	core,	many	thread	

8 

System Time to completion (5k events) 
Xeon E5-2620 @ 2.1 GHz  
(12 cores, 24 threads) 

570 s 

KNC (31s1P) @ 1.0 GHz (228 threads) 1000 s 

KNL (7210, quadrant mode, MCDRAM only) 
@ 1.3 GHz (255 threads) 

378 s (x3 improvement w.r.t. KNC) 

KNL (shared library) 480 s (25% slower than static library) 

Version 10.2-p02 on KNL 
(strong-scalability) 

•  For	three	years	we	have	provided	
support	for	running	Geant4	on	KNC.		
–  ATLAS,	CMS	successfully	

multithreaded	
•  We	will	soon	extend	our	support	to	

KNL.	
–  With	KNL,	thanks	to	x86	binary	

compatibility	including	the	use	
of	gcc,	work-flow	is	
tremendously	simplified.	
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More	memory-efficient,	more	HPC	friendly	
•  Geant4	has	successfully	run	with	

a	combination	of	MT	and	MPI	on	
Mira	Bluegene/Q	Supercomputer	
(@ANL)	with	all	of	its	3	million	
threads	

–  Full-CMS	geometry	&	field	

•  I/O	is	the	limiting	factor	to	scale	
large	concurrent	threads:		

–  Granular	input	data	files,	output	
data/histograms,	etc.	

–  2017	work	item	
–  Targeting	also	Cori	@	NERSC	

9 

Version Intercept Memory/thread 

9.6 (seq.) 113 MB (113 MB) 
10.0.p02-seq 170 MB (170 MB) 

10.0.p02-MT 151 MB 28 MB 
10.3.beta-MT 148 MB 9 MB 

Memory space required for Intel Xeon Phi 3120A 
Full-CMS geometry (GDML), 4 Tesla field, 50 GeV pi- (FTFP_BERT) 

#	of	CPU	 #	of	threads	 Speed-up	
factor	

efficiency	

１０	 ８０	 ７９	 ９８．８％	

２０	 １６０	 １５８	 ９８．８％	

４０	 ３２０	 ３１７	 ９９．０％	

８０	 ６４０	 ６２６	 ９７．８％	

１６０	 １２８０	 １２５１	 ９７．７％	

３２０	 ２５６０	 ２２９７	 ８９．７％	

６４０	 ５１２０	 ３５５５	 ６９．４％	

Tachyon-2 supercomputer @ KISTI (South Korea) 
FTFP_BERT physics validation benchmark 
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Detector geometry & 
cross-section tables MEMORY SPACE 

Transient per event 
data (tracks, hits, etc.) 

Active cores Unused cores 

AVAILABLE CORES 

MEMORY SPACE 

Active cores 

AVAILABLE CORES 
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Sequential	mode		
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main()	

G4RunManager	

G4EventManager	

G4TrackingManager	

G4SteppingManager	

G4Run	

G4Event	

G4Track	

G4Step	



Multi-threaded	mode　	
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main()	

G4MTRunManager	 G4Run	

G4WorkerRunManager	

G4EventManager	

G4TrackingManager	

G4SteppingManager	

G4Run	

G4Event	

G4Track	

G4Step	

G4WorkerRunManager	

G4EventManager	

G4TrackingManager	

G4SteppingManager	

G4Run	

G4Event	

G4Track	

G4Step	

G4WorkerRunManager	

G4EventManager	

G4TrackingManager	

G4SteppingManager	

G4Run	

G4Event	

G4Track	

G4Step	

Worker thread #0 Worker thread #1 Worker thread #2 

Master thread 



Sequential	mode	
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main()	

G4RunManager	

G4EventManager	

G4TrackingManager	

G4SteppingManager	

UserRunAction	

UserEventAction	

UserTrackingAction	

UserSteppingAction	

UserStackingAction	

UserPrimaryGeneratorAction	



G4WorkerRunManager	

G4Event	
Manager	

G4TrackingManager	

G4SteppingManager	

UserRun	
Action	

UserEventAction	

UserTrackingA
ction	

UserStepping	
Action	

UserPrimary	
GeneratorAction	

UserStackingAction	

G4WorkerRunManager	

G4Event	
Manager	

G4TrackingManager	

G4SteppingManager	

UserRun	
Action	

UserEventAction	

UserTrackingA
ction	

UserStepping	
Action	

UserStackingAction	

main()	

G4MTRunManager	 UserRunAction	

Worker thread #1 Worker thread #2 

Master thread 

G4WorkerRunManager	

G4Event	
Manager	

G4TrackingManager	

G4SteppingManager	

UserRun	
Action	

UserEventAction	

UserTrackingA
ction	

UserStepping	
Action	

UserStackingAction	

Worker thread #0 

Multi-threaded	mode	

UserPrimary	
GeneratorAction	

UserPrimary	
GeneratorAction	
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User’s	code	migration	
•  If	you	have	a	running	code	with	version	9.6	and	you	want	to	stick	to	sequential	mode,	

you	do	not	need	to	migrate.	It	should	run	with	version	10.0.	
–  Except	for	a	few	obsolete	interfaces	that	you	had	already	seen	warning	messages	

in	v9.6.	
•  Migration	of	user’s	code	to	multi-threading	mode	of	Geant4	version	10.0	should	be	

fairly	easy	and	straightforward.	
–  Migration	guide	is	available.	
–  Geant4	users	guides	are	updated	with	multi-threading	features.	
–  Most	examples	have	been	migrated	to	multi-threading.	
–  Geant4	tutorials	based	on	version	10.0	has	already	started.	

•  G4MTRunManager	collects	run	objects	from	worker	threads	and	“reduces”.	
•  Toughest	part	of	the	migration	is	making	user’s	code	thread-safe.	

–  It	is	always	a	good	idea	to	clearly	identify	which	class	objects	are	thread-local.	
•  Every	file	I/O	for	local	thread	is	a	challenge	

–  Input	:	primary	events	:	examples	are	offered	in	the	migration	guide.	
–  Output	:	event-by-event	hits,	trajectories,	histograms	

15 Geant4 kernel update - M. Asai (SLAC) 15 



Tessellated solids 

•  G4TessellatedSolid 
–  Generic solid defined by a number of facets (G4VFacet) 

•  Facets can be triangular (G4TriangularFacet) or quadrangular 
(G4QuadrangularFacet)  

–  Constructs especially important for conversion of complex 
geometrical shapes imported from CAD systems 

–  But can also be explicitly defined: 
•  By providing the vertices of the facets in anti-clock wise order, in 

absolute or relative reference frame 
–  GDML binding 

•  G4ExtrudedSolid is re-implemented  
to internally use G4TessellatedSolid. 
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Geometry	updates	–	New	solid	library	
•  An	important	effort	was	begun	in	the	last	few	years	to	write	a	new	solid	library,	

reviewing	at	the	algorithmic	level	most	of	the	primitives	and	provides	an	enhanced,	
optimized	and	well-tested	implementation	to	be	shared	among	software	packages.		

•  In	most	cases	considerable	performance	improvement	was	achieved.		
–  For	example,	the	time	required	to	compute	intersections	with	the	tessellated	solid	

was	dramatically	reduced	with	the	adoption	of	spatial	partitioning	for	composing	
facets	into	a	3D	grid	of	voxels.	

•  Such	techniques	allow	speedup	factors	of	a	few	thousand	for	relatively	complex	
structures	having	of	order	100k	to	millions	of	facets,	which	is	typical	for	geometry	
descriptions	imported		from	CAD	drawings.	
–  Consequently,	it	is	now	possible	to	use	tessellated	geometries	for	tuning	the	

precision	in	simulation		
by	increasing	the	mesh		
resolution,	something		
that	was	not	possible		
before.	

Geant4 kernel update - M. Asai (SLAC) 17 
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Boolean Solids 
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!  Solids can be combined using boolean operations: 
!  G4UnionSolid, G4SubtractionSolid, G4IntersectionSolid 

!  Requires: 2 solids, 1 boolean operation, and an (optional) transformation for 
the 2nd solid 

!  2nd solid is positioned relative to the coordinate system of the 1st solid 
!  Result of boolean operation becomes a solid. Thus the third solid can be 

combined to the resulting solid of first operation. 

!  Solids to be combined can be either CSG or other Boolean solids. 

G4UnionSolid G4IntersectionSolid G4SubtractionSolid 



Geometry	updates	–	New	“multi-union”	solid	

G4MultiUnion*	munion_solid	=	new	G4MultiUnion(“UnitedBoxes");	
	
for(	int	i=0	;	I	<	nNode	;	i++)	
{	
		G4Box*	aBox	=	new	G4Box(…);	
		G4ThreeVector	pos	=	G4ThreeVector(…);	
		G4RotationMatrix	rot	=	G4ThreeVector(…);		
		G4Transform3D	tr	=	G4Transform3D(rot,	pos);	
		munion_solid	->	AddNode(	*aBox,	tr	);	
}	
	
munion_solid	->	Voxelize();	
	
	
	
Note	:	G4MultiUnion	is	a	solid.	Use	it	to	create	a	logical	volume.	
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Geometry	updates	–	New	“multi-union”	solid	
•  In	addition	to	a	full	set	of	highly	optimized	primitives	and	a	tessellated	solid,	the	library	

includes	a	new	"multi-union”	structure	implementing	a	composite	set	of	many	solids	to	
be	placed	in	3D	space.		

•  This	differs	from	the	simple	technique	based	on	Boolean	unions,	with	the	aim	of	
providing	excellent	scalability	on	the	number	of	constituent	solids.	

•  The	multi-union	adopts	a	similar	voxelization	technique	to	partition	3D	space,	allowing	
dramatically	improved	speed	and	scalability	over	the	original	implementation	based	on	
Boolean	unions.		
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New	features	in	EM	physics	
•  Multiple/single	scattering	

–  Introduction	of	optional	displacement	on	geometrical	boundary	
–  New	G4LowEWenzalVIModel	for	low-energy	applications	

•  Gamma	processes	
–  Photo-effect	and	Compton	cross-sections	at	low-energy	integrated	

•  High-energy	models	
–  Improvements	in	gamma->muons,	positron->hadrons	and	positron->muons	
–  Synchrotron	radiation	for	all	particle	types	

•  Atomic	de-excitation	
–  New	alternative	fluorescence	dataset		

(Bearden)	
•  New	radiolysis	process	for	water	and	silicon	

–  Physics	stage	followed	by	physico-	
chemical	and	chemical	stage	

•  Introduction	of	phonon	transport	with	a	new		
concept	of	crystal	

•  Channeling	effect	in	straight	and	bent	crystal		
•  Lots	of	code	refinements	along	with	MT	

Geant4 kernel update - M. Asai (SLAC) 21 

Geant4-DNA track of 1 keV 
electron, followed by up to 
100 ns of chemical stage. 



New	features	in	hadronic	physics	

•  FTFP_BERT	is	now	the	recommended	physics	list	for	most	of	high-energy	use-cases		
•  Generation	of	Isomer	(a.k.a.	metastable	nuclides)		

–  by	default	lifetime	>	1	nsec	
•  Neutron_HP	is	extended	to	Particle_HP	to	cover	p,	d,	t,	α
•  Alternative	low-energy	neutron	model	with	GND	(Generalized	Nuclear	Data)	format	
•  Liege	intra-nuclear	cascade	model	(INCLXX)	extended	up	to	20	GeV	
•  FTF	model	extended	to	nucleus-nucleus	and	antinucleus-nucleus	interactions		
•  Radioactive	decay	redesigned	

with	rare	decay	channels	
•  New	hadron	stopping	models		

based	on	Bertini		
•  Decommission	of	LHEP	and	

CHIPS	models		
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Hadronic	Model	Inventory	

Bertini-style cascade    
   Binary cascade 

1	MeV				10	MeV				100	MeV			1	GeV				10	GeV			100	GeV				1TeV	

Fermi breakup 

At rest 
absorption, µ, 
π, K, anti-p  

High prec. neutron 

Evaporation 

Multifragment 
Photon Evap 

Pre-
compound 

Radioactive 
decay 

Fritiof string 

Quark Gluon string 

Photo-nuclear, electro-nuclear, muon-nuclear 

QMD (ion-ion) 

Electro-nuclear dissociation 

Wilson Abrasion 

                                    INCL++ 

LEND 

High Prec. Particle  
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New	biasing	scheme	
•  Event	biasing	(a.k.a.	variance	reduction)	scheme	has	been	fully	revised	at	version	10.	
•  It	allows	treating	many	biasing	options	in	coherent	manner.		
•  Such	options	include:	

–  Physics	process	biasing	:	alters	physics	process	
•  Cross-section	biasing,	forced	interaction,	forced	passage,	etc.	
•  Biasing	final	products	of	an	interaction,	e.g.	distribution	

–  Non-physics	biasing	:	alters	the	transportation	of	particle	
•  Geometrical	importance,	splitting	/	Russian	roulette,	weight	window,	etc.	

•  Easily	extensible	to	new	(or	user-defined)	options	
•  Well-integrated	with	built-in	scoring	functionalities.	
•  New	examples	are	available.	

Geant4 kernel update - M. Asai (SLAC) 24 Five of 100 MeV neutrons on Pb/Scinti calorimeter.  
Left : analogue simulation Right : splitting with geometrical importance and probability control. 



New	features	in	analysis,	GUI	and	visualization	

•  New	built-in	fully-multithreaded	histogramming	tool		
–  1-D	and	2-D	histograms	and	scatter	plots,	n-tuples		
–  Data	format	compatible	with	ROOT,	XML,	AIDA,	CSV	

•  Extensible	to	other	format	
•  GUI	and	visualization	

–  New	Qt	driver	with	OpenGL	
•  Viewer	properties	and	picking		
panel,	dock-able	widgets		

•  Multithread	output	filtering	
–  More	than	30%	faster	drawing	on		

OpenGL	
–  Magnetic	field	lines	
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Geant4	–	A	Simulation	Toolkit	

Geant4 kernel update - M. Asai (SLAC) 26 

S. Agostinelli et al. 
Geant4: a simulation toolkit 
NIM A, vol. 506, no. 3, pp. 250-303, 2003 

J. Allison et al. 
Geant4 Developments and Applications 
IEEE Trans. Nucl. Sci., vol. 53, no. 1, pp. 270-278, 2006 

http://www.geant4.org/ 
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S. Agostinelli et al. 
Geant4: a simulation toolkit 
NIM A, vol. 506, no. 3, pp. 250-303, 2003 
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J. Allison et al. 
Recent developments in Geant4 
NIM A, vol. 835, pp. 186-225, 2016 



Download	of	recent	90	days	
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New areas of 
User Applications 

To provide you some ideas how Geant4 would be utilized… 



Geant4 kernel update - M. Asai (SLAC) 31 

 Geant4 in space 
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Simulation	of	Radiation	Events	
•  63-MeV	proton	incident	on	a	SiGe	Heterojunction	Bipolar	Transistor	(HBT)	
•  Iso-charge	surfaces	following	a	nuclear	reaction	

Courtesy of R.Reed (Vanderbilt U.)  
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Observed	and	Predicted	SEU	Rate	for	an	SRAM	
•  SRAM	used	on	NASA	Messenger	

spacecraft	

•  Observed	Average	SEU	Rate:	

–  1x10-9	Events/Bit/Day	
•  Vendor	predicted	rate	using	CREME96:	

–  	2x10-12	Events/Bit/Day	
–  Classical	Method	nearly	a		

factor	500	lower	than	observed	rate	

•  MRED	rate	(includes	reaction	products):	

–  Between	1.3x10-10	and	1.3x10-9	
Errors/Bit/Day	

Multi-layered 
Stack 

MRED 

Geant4 kernel update - M. Asai (SLAC) 34 
Courtesy of R.Reed (Vanderbilt U.)  



ASTRO-H (3) 
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Condensed Matter Physics in Geant4 
• Phonon propagation, including focusing based on 
elasticity tensor (right) 
 
• e-/h+ transport, including conduction band 
anisotropy and Luke-Neganov emission, under 
development (below) 
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e-/h	propagation	with	Luke	
phonon	emission	in	Ge	crystal		
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Bent	crystal	as	a	collimator	
•  Bent	crystal	can	be	used	as	a	collimator	to	deflect	particles	of	beam	halo.	
•  This	study	will	be	extended	for	T-513	experiment	at	SLAC	LCLS	ESTB	

1
. 

2
. 

3
. 

•  W.	Scandale	et	al.,	Phys.	Lett.	B	680	
(2009)	129	

Channeled 

Not channeled 

Enrico Bagli (INFN/Ferrara)  
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LSST	(Large	Synoptic	Survey	Telescope)	

“Geant4 Applications for Modeling Molecular Transport in 
Complex Vacuum Geometries.” J.Singal, J. Langton, R. 
Schindler, Int J Mod Sim Sci Comp, in press (arXiv:1302.2963) 
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Muon	tomography	for	nuclear	threat	detection	
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Muon	tomography	for	nuclear	threat	detection	
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Simulating	x-ray	cargo	radiography	
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Ongoing developments 
in kernel  
 

 to be delivered in 10.5  
 or within a couple of years 



C++11	threading	

•  All	POSIX	threading	implementation	updated	to	C++11	threading		
–  Windows	+	MT	enabled		

•  Windows	+	MT	+	shared	libraries	requires	“construct-on-first-use”	paradigm		
–  If	you	are	not	using	Windows+MT+SL,	you	don’t	need	to	change	your	code.	
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header 
extern G4PART_DLL G4Allocator<G4PrimaryParticle>* aPrimaryParticleAllocator;  
inline void* G4PrimaryParticle::operator new(size_t)  
{  
   if (!aPrimaryParticleAllocator) aPrimaryParticleAllocator = new G4Allocator<G4PrimaryParticle>;  
   return (void*) aPrimaryParticleAllocator->MallocSingle();  
}  
 
source 
G4ThreadLocal G4Allocator<G4PrimaryParticle>* aPrimaryParticleAllocator = 0;    

header 
extern G4PART_DLL G4Allocator<G4PrimaryParticle>*& aPrimaryParticleAllocator();  
inline void* G4PrimaryParticle::operator new(size_t)  
{ 
   return (void*) aPrimaryParticleAllocator()->MallocSingle();  
}  
 
source 
G4Allocator<G4PrimaryParticle>*& aPrimaryParticleAllocator()  
{ 
   G4ThreadLocalStatic G4Allocator<G4PrimaryParticle>* _instance = new G4Allocator<G4PrimaryParticle>();  
   return _instance;  
}  

old 

new New in v10.5



C++11	threading	

•  G4THitsVector		
–  Similar	to	G4THitsMap	but	smaller	memory	footprint	

•  G4StatAnalysis		
–  Low	memory	footprint	class	for	basic	statistics	

•   	Size:	2	int,	2	doubles	(constant)	
 	Compatible	with	G4THitsMap	and	G4THitsVector		

–  It	offers:	
•  Mean		
•  Standard	deviation	/	variance	
•  Relative	error	
•  FOM	
•  Efficiency	

–  May	replace	G4StatDouble		
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New in v10.5



Sub-event parallelism 
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•  Geant4	MT	was	initially	designed	to	process	events	in	parallel.	
–  Each	event	is	tasked	a	thread.		

•  Independence	of	threads	makes	perfect	scaling	of	throughput	with	#threads	
–  But	scheme	assumes	events	are	small	enough	to	fit	into	the	memory	of	one	thread	

•  Sub-event	parallelism	generalizes	this	approach:	
–  To	serve	the	case	of	applications	requesting	large	memory	per	event:	

•  e.g.	ALICE,	HL-LHC,	air	shower	
–  One	event	is	split	into	“sub-events”	

•  e.g.	each	few	primary	tracks	=	a	sub-event	
•  Split	method	is	obviously	user-dependent.	

–  Each	sub-event	is	sent	to	a	thread,	and	merged	back	to	the	original	full	event	later	
•  Geant4	will	provide	tools	to	easily	enable	this	feature	

–  All	the	current	API’s	should	be	preserved.		
	



Sub-event parallelism 
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•  Constraint	–	all	the	current	API’s	must	be	preserved.	
–  Special	G4UserPrimaryGeneratorAction	class	will	be	introduced,	and	will	be	used	

only	in	the	master	thread.	
–  It	has	SplitEvent()	and	MergeEvent()	methods.	

•  Constraint	–	Objects	instantiated	by	a	worker	thread	must	be	deleted	by	the	same	
worker	thread.	
–  Only	the	objects	of	G4PrimaryVertex	and	G4PrimaryParticle	will	be	instantiated	in	

the	master	thread	and	associated	to	a	G4Event	object,	and	G4Event	(sub-event)	is	
tasked	to	a	thread.	

–  After	the	merger,	Hit	and	trajectory	objects	created	by	a	worker	thread	will	be	sent	
back	to	the	corresponding	worker	thread	for	deletion.	

•  Time	scale	of	the	development	:		
–  Source	code	:	to	be	finished	by	May	2019	
–  An	example	:	to	be	finished	by	September	2019		



Unified	tracking	mechanism	for	exotic	particles	 
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•  Each	elementary	particle	and	light	ion	(up	to	alpha)	in	Geant4	is	represented	by	a	
dedicated	G4ParticleDefinition	class	object,	and	each	G4ParticleDefinition	class	object	
has	its	own	G4ProcessManager	class	object	to	register	processes	for	that	particle.	
–  ~100	G4ParticleDefinition	objects	

•  This	is	not	the	case	for	ions.	Though	G4ParticleDefinition	class	object	is	created	for	each	
ion	(A,	Z,	E,	J),	they	all	share	one	G4ProcessManager	class	object	to	register	processes	
for	all	ions,	assigned	to	G4GenericIon	artificial	class.	
–  ~7000	G4ParticleDefinition	objects		

•  G4MuonicAtom	was	introduced.	Theoretically,	any	ion	may	become	a	muonic	atom.	
Though	G4ParticleDefinition	class	object	is	created	for	each	muonic	atom	(A,	Z,	E,	J),	
they	all	share	one	G4ProcessManager	class	object	to	register	processes	for	all	muonic	
atoms.	
–  G4ProcessManager	for	muonic	atom	is	different	from	one	for	ions.	
–  Mechanism	of	sharing	G4ProcessManager	was	duplicated.	

•  In	G4DNA,	radicals	(e.g.	OH-)	are	treated	in	the	same	manner.	Hyper-nucleus	physics	is	
in	the	scope.		
–  ~20000	G4ParticleDefinition	objects	in	four	different	categories	



Unified	tracking	mechanism	for	exotic	particles	 

Geant4 kernel update - M. Asai (SLAC) 53 

•  Uniform,	transparent	and	extendable	treatment	is	required.	
–  Likely	particles	of	no	more	than	two	categories	co-exist.	Performance	overhead	

must	be	avoided	and	at	the	same	time	clean	code	structure	is	desirable.	
•  G4SteppingManager	is	already	cleaned	up.	There	is	no	longer	#ifdef,	there	is	no	longer	

indirect	access	to	G4PrcessManager	via	G4GenericIon	(or	G4GenericMuonicAtom,	etc.).	
–  G4IonTable	is	updated	to	ensure	this.	

•  Remaining	work	–	Split	G4IonTable	class	
–  G4IonTable::GetMuonicAtom()	will	be	moved	to	new	G4MuonicAtomTable.	
–  Hyper-nucleon,	radicals,	will	have	their	own	“table”	class.	
–  Clean	way	to	enable	extendibility	for	yet	another	particle	family	without	overhead	
–  Plan	to	finish	in	the	coming	year.	



Revisit	/	retreat	production	thresholds	and	physics	
process	framework	
•  Production	thresholds	(“cuts”)	initially	considered	as	an	issue	fundamental	enough	

to	be	taken	care	at	the	kernel	class	level.	

•  Study	has	started.		
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Refactoring transportation 
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•  The	“transportation”	is	a	Geant4	process	
•  It	manages	the	navigation	in	the	

geometry:	
–  It	cares	about	volume	boundaries	
–  It	takes	into	account	the	fields	in	the	

propagation	of	particles	sensitive	to	
such	fields	

Sources of CPU consumption Geant4 CMS simulation 
Courtesy of Vladimir Ivanchenko 

•  Currently,	only	one	transportation	object		
exists	in	the	memory:	
–  Either	G4Transportation,		

G4CoupledTransportation	or	
G4ITTransportation	

–  It	deals	with	all	particle	types:	
•  neutral	and	charged	particles,	optical	photons,	phonons,	etc.	

–  Results	in	frequent	“if”	branches	
•  on	the	charge	to	decide	to	apply	field	computation	or	not,	
•  to	use	group	velocity	or	not	
•  …	



Refactoring transportation 
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•  Idea	is	to	provide	at	least	two	flavors	of	transportation	that	co-exist:	
–  One	for	charged	particles,	one	for	neutral	particles	

•  On-the-fly	switching	of	steppers	could	also	be	considered.	
–  Eventually	one	also	for	optical	photons	

•  As	velocity	calculations	differ	from	other	particles	
•  Case	of	other	fields	-e.g.	gravitation-	could	be	treated	with	more	transportation	flavors	
•  Further	extensions/specializations	to	be	also	considered:	

–  VecGeom	navigation:	optimized/vectorized,	implementation	with	modern	C++	
–  À	la	DagMC:	direct	and	efficient	navigation	in	CAD	geometries	
–  DNA	navigation:	better	serve	the	case	of	radicals	

•  Revision	extended	to	“Coupled	Transportation”:	
–  Transportation	process	dealing	with	several	parallel	geometries	simultaneously	
–  Has	many	use-cases:	e.g.	layered-mass	geometry:	allows	to	switch	between	several	

representation	of	a	same	detector,	depending	on	particle	
•  Study	in	progress.	Plan	to	deliver	first	implementations	in	2019	as	an	option	in	

G4VModularPhysicsList::AddTransportation().	



Geant4 
 – the Future 



New	physics	–	new	opportunities	

•  Physics	of	O(100TeV)	
•  Neutrino	interactions	

–  Should	come	with	enriched	event	biasing	options	
•  Electron/hole	drift	in	semiconductor	
•  More	phonon	physics	
•  Channeling	effects	and	physics	with	crystal	structure	in	general	

–  X-ray	diffraction	
•  Single	atom	irradiation	
•  Target	material	polarization	
•  Chemical	reactions	of	radicals	in	DNA-scale	
•  New	domains	?	

•  Note	:	Geant4	kernel	is	robust	enough	over	20	years	of	evolution.	This	stability	
enables	risk-free	extensions	to	new	physics.	
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New	computing	trends	

•  HPC	and	cloud	friendliness	
–  Seamlessly	combining	MPI	and	MT	
–  Smart	data	collection	from	millions	of	threads		

•  Code	re-engineering	
–  Solid	library,	EM	physics	
–  Splitting	transportation	process		

•  GPU	as	a	co-processor	
–  Off-loading	some	calculations	to	GPU,	e.g.	EM	physics,	thermal	neutron	

physics,	DNA	physics	and	chemical	processes,	etc.	

•  Will	be	integrated	into	Geant4	with	(hopefully)	minimum	API	changes	
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To	sum	up	

•  Geant4 is a general purpose Monte Carlo simulation tool for elementary 
particles passing through and interacting with matter. It finds quite a wide 
variety of user domains including high energy and nuclear physics, space 
engineering, medical applications, material science, radiation protection and 
security. 

•  2018 is the 20th year anniversary of public release of Geant4. After 20 years 
with several architectural evolutions, Geant4 is still steadily evolving. 

–  Latest evolution was Geant4 version 10.0 released in December 2013 
that is the first fully multithreaded general-purpose large-scale physics 
software in the world. 

–  New physics models for coming experiments, e.g. hadronic model for    
multi-TeV regime (for energy frontier), specialized EM model for noble 
liquid (e.g. liq.Xe) and neutrino physics model (for intensity frontier) 

•  Given Geant4 is nowadays mission-critical for many users including all HEP 
experiments, space missions, medical applications, etc., Geant4 is to be 
kept maintained and still evolving for at least next decade. 
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