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Fast.ai

● Wrapper on Pytorch.

● Rapid Iterations for Proof Of Concepts.

● Typically achieves better results than previous 
state-of-the-art.



Deploying on Edge
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Unreasonable Effectiveness of Fast.ai

https://colab.research.google.com/drive/1lST_DQxFUJy7zMUh4tWrRDez3rcvC3Az


Out-performing State-Of-The-Art in 
SEM Imaging 



Computation of Models

M. H. Modarres, R. Aversa, et. al. 2017 obtained an 
accuracy of 90%

With Fastai we achieved an accuracy of 93.5%

Inference footprint on Memory: ~ 300Mb
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https://www.nature.com/articles/s41598-017-13565-z#Fig1

