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“~ MOST short introduction
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N MOST short introduction (1/5)

~ Current steps of development: 3
Validated simulator delivery and installation in ESA facilities in Q4 2011
TAS: simulation activities & continuous development
ESA: simulation activities & development of specific needs

Now: merging of both developments, adding new features, optimize the software & new
simulation activities to come

~ Afirst release of MOST v2.2 has been presented in SpW WG20 (April 2013), this second
release corresponds to the latest status of this development cycle. Both releases are
operational and have been used in TAS to conduct mission analysis

~ This new development running on OPNET Modeler ® 17.5 targets a release to the
SpaceWire community in 2013/2014 with MOST v2.2

~ People currently involved in MOST: -~ People involved in initial phase:
ESAI.David Jameux ALinks: 4Liﬂ|(5° e
Barry Cook <
TAS-F Cannes: > Paul Walker
DS Thalesalenia TS iy
Baptiste Gouin Space

Stuart Fowell

S
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N | .
MOST short introduction (2/5)

~ MOST simulator is dedicated to the following users: 4
System engineers who have to design network topology and to perform validation tests
Developers who would need to test new component features or protocol

~MOST can be used during all phases of a project.

Object: node_0 <-» node_1 [0] of Logical Metwark, -- =
low-level point-to-paink, busy

‘[T During early steps of projects, MOST mainly plays a role in the following
’ Object: nade_0 <-> node_1 [0] of Logical Metwark <-- deS|gn aCtIVItIeS :

low-level point-to-paint, busy

: T » Phase A and before : performs evaluations, starting from a

7"/ "/&WVWV/ /0 . . . .
preliminary specification of network and nodes

» Phase B : consolidate design by enhancing and completing nodes
models behavior in terms of data provider and consumer

» During development steps of a project, MOST participates to :
» Phase C, D : design, validation and investigation

» During maintenance step of a project, MOST takes part to :
» Phase E : investigations, support to very specific operations

>
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MOST short introduction (3/5)

-Why do we need a model for SpaceWire traffic? 5
The SpaceWire links are bidirectional,

The link speed is set by the transmitter, the receiver adapts! A SpW link can have different
speeds per direction (ex.: Node 0 to Node 1 at 200MHz and Node 1 to Node 0 at 100MHz),

The flow control management is performed by the receivers through the sending of flow control
tokens: this creates a dependency on the bidirectional link between sending direction & receiving
direction,

SpaceWire can carry infinite data streams but preferably packets which might be of various
sizes,

There are no “bus master” scheduling the communications: any endpoint can send data
anytime to anyone on the network,

Switches perform wormhole routing which may lead to arbitration conflicts and congestion,

Transmission speed, latency and jitter are variable according to sources, destinations and
paths (switches),

Each node has its own limited buffering for both emission and reception and useful data
absorption capabilities,

SpaceWire FDIR implementation is not standard and vary from components to components.

- There are many ways to use SpaceWire networks, managing a full network and size the
reception & emission buffer, link speeds to avoid loss of data might be trick

3
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“~ MOST is built on 4 different domains:

“~ Network domain (connexion between
components),

~ Node domain (building blocks/layer
decomposition),

~ Process domain (machine states)
~ C code in each automate’s states
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MOST short introduction (4/5)

Process Model: SpW_Codec_v2_2 = (8] 6
File Edit WView Interfaces Objects Ele Edt Interfaces F9M CodeBlocks Compie Windows Help
File Edit Wiew 3cenarios Topology Windows  Help AEEG B & »E| 5 0 [E E b E| e
Traffic  Services Protocols DES E B
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Windows  Help [,\ RNy J
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Opened File: [D-AMOST Jl2 23MODELProcess for some node"Spw_Codes. v2_2 prm]

Process domain

-43.75. 14.64

Ao

Project or Network domain Node domain

SpW_Codec_v2_2.Init.Enter Executives
Fle Edit

Options

e e el

1 fint is_autostart;
z double ©x_but_: S\ZE, -
H double rx_buf s

+ int subq_comp_; a::r- obiids
5 int subgueue_objidy
6
7
s

int 1s_1ink_enabled;
int is_link_startj

A

AcETve_forwarding;

. doubTe o speed_max;

1 int send

B douTe T disconnect;

14 gFint walue_of_timecade;

5 nt own_address;

15 int check_own_address;*/

17 double timer_parity errar;

12 double value_of_timer_for_disconnect;

2 * Get atrributes -,
@ F(op_ima_obj_arrr_get (op_id self(), “Link enabled”, sis_link enameﬂ):ﬂP( COMPCODE_FAILURE)
2 Op_sim_error (OPC_SIW_ERROR_WRNING, “Unable to fead attribute:", "Please check if you have specit

24 iflop_ima_obi_attr_get (op_id_self(), "Link start", &is_link_: s\:ar‘tj%PC,CDMFCDDE,FAILURE]
25 Op_sim_error (OFC_SIW_ERROR_WARNING, "Unable to read attribute:”, "Flease check 1T yoll have specit

27 if{op_ima_obj_attr_get (op_id_self(), “Autostart”, &is_autestart)=—0PC_COMPCODE_FATLURE)
28 ap_sim_errar (GPC_SIM ERROR_WARNING, "Unable to read attribute:”, "Flease check 1T you have specif:

30 iF(ap_ima_obi_attr_get (op_id_self(), "TX BUTFEr 5128", WTx_BUT 5128)—0FC_COMPCODE FAILLRE)
5 Op_sim_error (OPC_SIM_ERROR_WARNING, “Unable to refd attribute Please check 1T you have specit

33 iflop_ima_obj_attr_get (op_id_self(), "Rix Buffer‘ size", arx_buf_: 51ZE)%PC,CDMPCUDE,FAILURE]
34 op_sim_error (OFC_SIM_ERROR_WARNING, "Unable to read attribute:”, "Flease check i you have specif

56 if{op_ima_ohj_attr_get (op_id_self(), "Check TC Register”, &check_tc_reg)=—0PC_COMPCODE_FATLURE) JJ
3

Line: 1

OPNET Source domain
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N MOST short introduction (5/5)

~What is the actual scope of MOST, is it covering all of the SpaceWire standards? ’
MOST is a traffic analysis tool, its implementation starts at the character formatting level:
No simulation of the physical interface! For instance, common modes are not simulated

Consequently, wrong character formatting, PLL de-synchronization, wrong electrical states,
BER insertion are not simulated in the current version of MOST

These features can be emulated at MOST level by triggering an automatic disconnect or
generating a transient BER alarm (simulation of the effect is implemented)

According to this logic, neither parity bits nor CRC are computed in the current version of
MOST for simulation speed optimization (no simulation of the physical cause)

—> Starting from the Character level, MOST implements all the currently existing SpaceWire
protocol stack up to the User applications managing packets exchange over SpaceWire

3
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PART 2

2
MOST v2.2 development targets

~ ECSS-E-ST-50-12C: physical up to network layers
~ ECSS-E-ST-50-51C: upper-layer protocols management
~ ECSS-E-ST-50-52C: RMAP protocol handling
~ ECSS-E-ST-50-53C: CPTP protocol handling
~~ (Generic components
~ Implementation of the advanced model of the 10X router

)
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MOST v2.2: SpW layering simplification

MOST v1.4 (Dec 2011):

RMAP protocol manager Spacewire Building Block
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MOST v2.2 (Native Node and CPTP& RMAP Node):

Mode  Registar

Jm L)

RM.ﬂ z2r Manager CRFTR

[m——————

Each layer provides an independent set of
configurable parameters & statistics 7
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MOST v2.2: Performance & easiness of use

- MOST v1.4 (Q4 2011 version) was fairly complete: 10
Components:
» Generic CPTP & RMAP Node
SPW 10X Router
SMCS116SPW & SMCS332SPW
Remote Terminal Controller
From MTG simulation: Generic Buffer coupling node
From MTG simulation: Generic Virtual Channel Multiplexer
Links: SpaceWire link
- MOST v2.2 (Q2 2013 & Q4 2013) implements:
Generic Native Node (1 CODEC + Application)
Generic CPTP & RMAP Node (1 CODEC + PID + CPTP + RMAP + Applications)
Generic 32-ports Switch (31 CODECs + PID + RMAP + Application)
An advanced model of the 10X router (new in release 2)

- Easier to use and adapt to user’s needs and runs much faster 7
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PART 3

11

MOST v2.2 components:

OPEN

~~ All based on the same CODEC building block!
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MOST v2.2: A single common building block: SpwW CODEC

The same Building Block is implemented in all components: the SpW CODEC 12

It is implementing ECSS-E-ST-50-12C: Network, Link, Signal & Physical layers

Configurable through OPNET user interface:

07/01/2014
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Link Enabled status (= NOT [Link disabled])
Autostart status,

r,(d‘?.f«g‘l:llE)‘.‘l’main(j
Link Start status, - (B " N
TX Data Rate, 00 TN
. ebaamaing [INT FQRGED i ERR).I'I nk_e ;ns recon n.Jp =
RX Buffer Size, S !
Show NULL Messages, , \ ;
s (INT_FORCED_R:-:_ERR).I'Iin]l:_ermr_ mmmmm ] [IN‘L_FORCED F¥_ERFIMink_e r:urre ]
Timer Disconnect, f \ |
. . (main(l==FCT)fzet J'ph\,rsical_t rrrrr is:Lq.{_rate(Tx_SpEED) Ll‘ o |
Timer Parity Error, I \

Delay For Disconnection After Parity Error,
Initial Timecode Register Value, o HoentaL oD
Debug Level (console messages).

N, -
(deFaul]

(IMT_FORCED_RH_ERR)link_error_recowary()
1

——
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N
MOST v2.2 : Native Node presentation

Native Node is quite basic:
CODEC + Application

Protocol handling: ECSS-E-ST-50-12C
Packets (without PID!!)

13

Packet Emission & Reception buffers in Application layer
Time-codes with a local register

==

j;t; Mode | Register

~ The application is fairly generic and configurable:
Timecode Master status,
Timecode Inter-Arrival Time,

Time Code Start & Stop Time,
Debug Level (console messages),
Packet Type,

Cargo Size,

SpW Packet Inter-Arrival Time,

SpW Destination Address,

Packet Generator Start & Stop Time,

SpW Packet Deadline.

~ | The application is developed in C-Code and can be easily modified !
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MOST v2.2: CPTP & RMAP Node presentation (1/2)

~~ CPTP & RMAP Node is more advanced:
CODEC + PID + RMAP + CPTP + Applications (1 per CPTP or RMAP protocol)

~~ Protocol handling:

ECSS-E-ST-50-12C (in CODEC)
ECSS-E-ST-50-51C (in NDLI)
ECSS-E-ST-50-52C (RMAP)
ECSS-E-ST-50-53C (CPTP)

~~ NDLI switches the packets between RMAP & CPTP and
handles Time-codes:

07/01/2014
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NDLI Timecode Master status,

NDLI Timecode Interarrival Time,

NDLI Time Code Start / Stop Time,
NDLI Debug Level (console messages),
NDLI Emission Buffer Size,

NDLI Local address,

NDLI Local address Check.

OPEN

Thisdcmntl 0 be reproduc dmdf ed, a dp ed, published, translat d ym ial form in whole partnor isclose

y h ird party without the prior written permission fThI Alenia Spac ©2012 Thale: AI Sp

14

m L)

>

ThalesAlenia
L Qe (1 CE



. .
MOST v2.2: CPTP & RMAP Node presentation (2/2)

As for the Native Node application, the CPTP application is generic and configurable: 15
CPTP Packet Type,
CPTP Packet Deadline,
CPTP Destination Address,
CPTP Reception Buffer Size,
CPTP Debug level (console messages),
CPTP Packet EEP Status,
CPTP Elephant Message Size,
CPTP Elephant Message Destination Address,
CPTP Elephant Message Start Time.

* One « manager »
process has been
added for
management of codec
errors (internal

The RMAP application is similar: interrupts)
RMAP Packet Interarrival Time, \ _
RMAP Packet Type, The « register » can

RMAP Command Value,
RMAP Start / Stop Time,
RMAP Packet Deadline,
RMAP Debug Level (console messages),

be read & modified by
RMAP command and
has direct effect on

simulation
RMAP Key,
RMAP Reception Buffer Size,
RMAP Reply Delay,
RMAP Local Address, s
aozor”~  RMAP Reply Packet Type. _— Th al e S AI e r“ a
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MOST v2.2: Generic Switch

16

»~ 32 port generic switch: . i .
rad| | RI | |pxs
31 CODECs f =
1 configuration port Erm o i
&[] N m
;dea de?;: 2 “\\
»~ Routing table can be 2N me 5 W\
Dynamically configured by S T [% \Y
RMAP commands o e e '
£ i I
R:Ec | | | |:E<14 codec2 N
Generic registers mappmg =8 e £
based on 10X router logic N - B
= = R
; . ;.l | | I'::n (M #=
~~ Also configurable: 2 2 = =
Watchdog Timer status, = [ i i
Timeout value, o =
Switching Table, ol | W
Router Latency, o2l | e
Debug Level. re; | L|:n
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MOST v2.2: Application Layers

All Nodes and Switches have at least one
embedded application:

Native Node:
App User Native Node
CPTP & RMAP Node:

RMAP User
CPTP User

Generic Switch & 10X Switch:
RMAP User

These applications are developed in C-
Code to handle basic SpW features:

CPTP Packets sending/receiving
RMAP initiators
RMAP targets

Other C-Code can be added in apps:
PUS management
CUC time transfer
TC handling triggering TM generation

Etc... (Virtual Channel Multiplexing,
Mass memory, couplers, FDIR
management, ...)
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MOST v2.2: Advanced 10X simulation

MOST v2.2 10X router is tunable by RMAP
commands with matching configuration
registers:

Ports can be enabled/disabled/restarted
during the simulation

Link speed can be changed by RMAP
command

Error registers are updated on error
occurrence, can be read and re-initiated

The parallel ports have been developed
with their specific error management and
signaling system:
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Management of data transfer at 240Mbps
(character transfer at 30MHz scheduled on
system clock)
Management of flow control links:
EXT_IN_FULL
EXT_IN_WRITE
EXT_OUT_EMPTY
EXT_OUT_READ e
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MOST v2.2: parallel link management

19
“~ This scheme has been used for testing the new 10X functionalities

e Parallel link

- OPEN Th d I eSAI Id
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MOST v2.2: parallel link management

Parallel ports: management of flow control, here with congestion in the switch by 20
link with a lower data rate (50MHz output vs 100MHz input):

W Chiject: 10X =-= 10%_2 [0] of Metwork --=

sl T s Data 240Mhz Switch to Switch with parallel port

_—* Char exchange on
Parallel link

W Chject: Parallel

I Port 10 of Network 10¢_2
Flags.clock_30Mhz Clock at 30Mhz

__—* System Clock
(30MHZ2z)

B Chject: node_3 =-= 10 [0] of Metwork --=

loree-lervel point-to-point s

E;aéaw?lgﬁmm Transmitter / ° N.—Chal‘ tranSfeI‘ to
switch

M Chiject: node_3 =-= 10X [0] of Metwork =--

love-lewel point-to-paoint busy

L FCT transfer from
switch to send® node

FCT 100MHz Transmitter to Switch

W Chiject: node_5 =-= 10H_2 [0] of Metwork --=

love-lewel point-to-paoint busy

Pl FCT transfer from
rec® node to switch

FCT 50MHz Receiver to Switch

W Object: node_5 == 10X_2 [0] of Metwork =--

o level panto-pint sy Data 50Mhz Switch to Receiver _‘)

( 0.5
0.6
0.4

0.2

— « N-Char transfer
. from switch

d
0.002027= D.DD2ID2SS D.DU2|0283 D.DD2IU293 U.DD2ID293 D.DDI2033 0.00‘2033 D.DU2|031 = D.UD2|031 3 U.DD2IDS2S 0.002032:
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MOST v2.2: parallel link management

Parallel ports: management of flow control, here with congestions on the link: 21

M Chject: Parallel Port 9 of Network. 10K

1

_—+ EXT_IN_WRITE

] —+ EXT_OUT_EMPTY

e Char transfer to //
link

|+ EXT_IN_FULL

_—+EXT_OUT_READ

» Dest® node
— reception buffer

Flags EXT_IN_WRITEL_M
154
4
1
05 8 B X
Switch (transmitter) figg EXT In Write
0
M Chject: Parallzl Port 9 of Network. 10X
Flags B4T_OUT_EMPTY _N ?
154 =
14
0.5 .
Switch (transmistter) flag EXT Qut Empty
o
W Chject: 10X =-= 10%_2 [0] of Netwark --=
I -level point-fo-point busy
154
1 g
Data on the parallel link 4
0.5
o]
W Chiject: Parallzl Port 10 of Metwork 108 _2
Flag$ EXT_IN_FULL_N ~
154 d
! : - 4
Switch (receiver) flag EXT In Full
05
04
W Chiject: Parallel Port 10 of Metwork 10X _2
Flags EXT_OUT_READ_N
154
1 . . —_— .
| | | | | Switch (receiver) flag EXT Out Read 4
0.5
0
M Chject CPTP_User of Metwork.node_5
Traffic $ink Reception Buffer
10004
5004 I—I 5
000 I : c
ﬂ | Receiver reception buffer
500 I | 4
04 T T T T T T T T T T T T T T T
Oz 0is 0.2z 0.3g O.ds 05z 0Es 07 0.8g 089s 11s 128 1.3z 14s 15z 1.6z
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MOST v2.2: Registers management

22
-~ All the 10X registers have been simulated and most have direct effect with the simulation:

Port Control/Status Registers (0-31): status of the ports & control on their state

Group Adaptive Routing Table Registers (32-255): configuration of logical addresses

Router Control/Status Registers (256-265)
> Network discovery register
Router identity register
Router control register
Error active register
Time-code register
Device Manufacturer and Chip ID register
General Purpose register
Time-Code Enable register
Clock Control register
Destination Key Register

>
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MOST v2.2: Registers management

Example of commanding the Clock Control register (change of TXDIV parameter): #

witch_1 [0] of Logical Metwork =--

----------------------------------------------------

lowe-level point-to-point. busy lowe-level point-to-point busy

.......
a 220‘0025 0. 220‘0028 220‘0038 0220003 | pa=s 03z 032001s 0320001 03200028 03200025 03200035 0.320003s

After resettlng the codec during the S|mulat|on |ts rate has been halved

3
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-Some of the MOST v2.2 capabilities
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MOST v2.2: Links Initialisation

You can provoke link disconnection during the simulation to analyze the impacts on the
network (loss of packets, reconfiguration procedures, etc...), enable or disable a link in

the switches
You can test any combination of init status with:

validation_1-scenariol-DES-1: low-level point-to-point.busy

LinkStart SRS
AutoStart
Link Disabled « LinkDisabled OFF

e e LinkStart ON = 4
ey e « AutoStart OFF =

¥ % |inkDisabled OFF
e LinkStart OFF
* AutoStart ON

]

04
o00s
N OW tI’] eS e Stat u S eS C an b e u p d ated by 00000185 0000018s 0.000018s 00000135 00000135 00000135 00000135 0.0 my ?(nzs 0000025 0000025 0000025 0000025 D.00002{s 0.000021s

f
RMAP, for instance to test network init/re-init sequences -&ULL i%:CT 2,
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MOST v2.2: Detailed traffic analysis

26

- You can finely tune packet generation sequence, length, type and destination, allowing

to see the effects of congestions on your network and on the emission buffers of the
nodes:

» Sender 1

» Sender 2

» Sender 3

* Receiver input

» Evolution of Node packet output buffer content

-
/ ThaIesAIema
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MOST v2.2: Time Code propagation measurement

27
»~ You can finely tune time code generation sequence and if a node is Time-Master or not

»~ Multiple “time masters” are allowed in MOST:

validation_te-tc_validation-DES-1:

St oo L ot 1

= A\ INNNVVIWNNAARN _
= WV e Time-code
o ® c = propagation jitter
node_1 switch node_2 :X .\-...m—,....:--..-
* Time-code value

L e T

“"‘““”" ~ « Time code propagation busy states

07/01/207.4 e
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MOST v2.2: Dynamic Switch reconfiguration

“~ Any Node can send a RMAP message to a Switch with enabled RMAP configuratior218

port to reconfigure its switching table during the simulation:

projectl-scenariol-DES-1: low-level

e Node 0 =

F F =
4 «Node3 ¢«
e Node 1 €

Seql is a CPTP packet sent from Node_O to a logical address associated with Node 1
Seg2 is a RMAP switching reconfiguration packet changing the allocation of the logical address
Seg3 is a FCT sequence sent in response of the reception of the RMAP reply packet from the

Switch acknowledging the reconfiguration request

Seqg4 is a CPTP packet sent to the same logical address as Seql. The CPTP packet goes to7

node_ 3.

07/01/2014

Ref.:

OPEN

This document is not to be reproduc dmdfd adapted, published, tral Itd ymt ial form in whole pt or disclosed
to yth rd party without the prior written permission of Thales Alenia Spac ©2012 Thale: AI Sp

ThalesAlenia
SR (I CO



h . .
MOST v2.2: Group adaptative Routing

-~ |llustration of Group Adaptative Routing: 29

validation_1-Switch_parameters-DES-1: low-level point-to-point.busy

[y m—y S ———

el pnd Ao sy

L L. L] Lol et =

W Obeck vl w42 0] of Loghonl Mebwesk o

Wt o w1 [0 Lepioal Mtk

o DM L] Cld LA IS 014 L™ (1 LE LEad oM LS L= ol o3 LE L2 LE L

»~ This shows that both links between the Switches are used simultaneously to switch packets:
From Node O to Node_3
From Node 1 to Node 4

o2l OPEN Tha IeSAleﬂ)a
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MOST v2.2: Emission & reception buffers sizing

30

=~ Buffer occupation is an exportable statistic, and packet loss due to buffer saturation is

printed in the OPNET console:

[1.396006140000]
[1.396011340000]
[1.396011340000]
[1.35960115340000]
[1.396011540000]
[1.396011440000]
[1.3966058940000]
[1.396608940000]
[1.3966085940000]
[1.396614500000]
[1.396614500000]
[1.500000160000]
[1.500000160000]
[1.500000160000]
[1.700000180000]
[1.700000180000]
[1.700000180000]
[1.700006020000]
[1.700006120000]
[1.900000120000]
[1.900000120000]
[1.900000120000]
[2.100000140000]
[2.100000140000]
[2.100000140000]
[3.100000000000]
[3.300000000000]
[3.500000000000]

[node 2:CPTP_User]

[switch_l:matrix]
[switch l:matrix]
[switch_l:matrix]
[switch l:matrix]
[switch l:matrix]
[switch_ l:matrix]
[switch l:matrix]
[switch l:matrix]
[switch l:matrix]
[switch l:matrix]
[switch l:matrix]
[switch l:matrix]
[switch l:matrix]
[switch l:matrix]
[switch l:matrix]
[switch_l:matrix]
[switch l:matrix]
[switch_l:matrix]
[switch_l:matrix]
[switch_l:matrix]
[switch_l:matrix]
[switch l:matrix]
[switch_l:matrix]
[switch l:matrix]

[END]
[NEW]
[NEW]
[NEW]
[ LRE]
[NEW]
[NEW]
[-->]
[END]
[ LRE]
[NEW]
[NEW]
[NEW]
[NEW]
[NEW]
[-->]
[END]
[ LRE]
[NEW]
[NEW]
[NEW]
[NEW]
[NEW]
[-=>]

(1
(1
(1
{

(1
(1
(1
(1
(1
(1
(1
{

(1
(1
(1
(1
(1
(1

2)

W Object: Network/Data Layers Interface of Logical Network.node_0

Flags Emission Buffer

W ORect: note_U <-» switch _1 (U] of Logical Network --» /

lovy-level point-to-point busy

M Object: CPTP_User of Lagical Network node_2
Traffic Sink Reception Buffer

T 2004
F[1su_

e

M Object: switch_1 =-= node_2 [0] of Logical MNetwaork —=

lovy-level point-to-point busy

03e 04 0Es 08s 1z 12e 14z 1.6s 18s 2= 22e 24= 28= 28s 3= 332 3z 38s 38: 1z 13

Found potential TX ports

(2)

New

No walid output ports.
char arrived with address:

Mark port as spilling/port
150

Found potential TX ports

Star

[node_D:NetworkKData Layers Interface]
[nDde_O:Network/Data Layers Interface]
[node_D:NetworkKData Layers Interface]

ITLQIIoSLTL
Emission buffer is saturated, CPTP packet is discarded, EEP is inserted in buffer
Emission buffer is saturated, CPTP packet is discarded

|_Emission buffer is saturated. CPTP packet dis discarded




N MOST v2.2: Packets end-to-end delay check

31
»~ A communication deadline can be set per type of packet (number between 0 & 99).
MOST checks this value and can trigger alarms:
[0.500005840000] [node 2:CP TP _USer] @ o e e e e e e
[0.500005540000] [node 2:CPTP_User] Delay: 0.000006 | Deadline: 0.000010 | SpW-Type: 5 | PK Size: 55 (bits: 436)
[0.500005840000] [node 2:CPTP_User] Normal packet with EOP
[0.500005840000] [node_ 2:CPTP_User] Packet within deadline | rounded time: 0.000006
[0.500005840000] [node 2:CPTP User]  ======coc---—-———--c—————————-——————————————————————————————————————————————————_
[1.380005840000] [node 2:CPTP_User] | ————————————— -
[1.380005840000] [node_ 2:CPTP_User] Delay: 0.380006 | Deadline: 0.000010 | SpW-Type: S | PK Size: 55 (bits: 436)
[1.380005840000] [node 2:CPTP_User] Normal packet with EOP
[1.380005840000] [node_2:CPTP_User] Packet missed deadline | rounded time: 0.380006
[1.380005840000] [node 2:CPTP_User] | —————————————— - -
[2.260005840000] [node_ Z2:CPTP _User] | —-- oo oo o
[2.260005340000] [node_2:CPTP_User] Delay: 0.760006 | Deadline: 0.000010 | SpW-Type: 5 | PK Size: 55 (bits: 436)
[2.260005340000] [node_2:CPTP_User] Normal packet with EOP
[2.260005340000] [node_2:CPTP_User] Packet missed deadline | rounded time: 0.760006
[2.260005840000] [node Z2:CPTP _UsSer] | —- oo o oo e e e
B Object: node_0 <-> node_2 [0] of Logical Network <—-
low-level point-to-point busy /'

0E4

084

044

024

B Object: CPTP_User of Logical Network node_2

Traffic Sink Reception Buffer

o BB LG

0s 02s 04s 06s 08s 1c 12: 1is 162 182 2 22: 2:4c 2852 282 B | 3zs
oPen [halesAlenia
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. .
MOST v2.2: New components design

Anyone can design new components or change their behavior:

(Level 1): Either use standard components (currently available:
Native Node, CPTP & RMAP Node, 32-port dynamically
configurable Switch & advanced 10X model)

(Level 2): Optionally: modify C-Code in User Applications to add
services
As illustration, taking into account the reception of a TC to generate 3
TM packets takes several minutes to implement
(Level 3): Optionally: modify the Nodes shaping to add new
layers / additional CODECs, etc...
That requires to change Nodes configuration in OPNET: it takes
several hours (illustration: VCM machine in MOST v1.4)
Example: Advance 10x model took ~1 month to develop &
TR validate with MOST v2.2 —
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PART 5

33

Example of a complex network analysis:

MTG satellite

(extract from the SPW WG19 presentation)
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“~ MOST simulation of the MTG-I Topology: 34
-~ 3instruments, 1 SMU, 1 DDU incl. routing function & VC Multiplexing

~~ DDU is the Data Distribution Unit performing payload data multiplexing and
conditionning (virtual channel multiplexing, CCSDS framing, encryption, coding)

MTG SpaceWire Network — MTG-I simulation overview

ICU through FPGA 2 (par2)

07/01/2014
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MTG SpaceWire Network — MTG-I simulation overview

“~ Other MTG Constraints

07/01/2014
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Transmittion of packets over the network according to SpW PTP
Compliance to ECSS-E-ST-50-12C, ECSS-E-ST-50-51C, ECSS-E-ST-50-52C,

ECSS-E-ST-50-53C

Network shall support maximum spacewire interruption or delay up to 2ms

Some instrument transmitting nodes have no buffer and rely on coupling nodes with
buffer capability (either character forwarding or packet forwarding)

MOST shall analyse:

All SpaceWire buffers occupancy and variation
DDU and Virtual Channels behavior

Margins of each SpaceWire link according to the specified link-rate
Latency between packet generation and reception on the correct VCA shall be measured

Effect of 2ms failure of the DDU (Data Distribution Unit)

Impact of character forwarding instead of packet forwarding
- 3 study cases: network with packet forward, character forward, and worst-case with

2ms traffic stall
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FCI Coupling Buffer occupation and variation

Example of data collision in one of the instruments

36

The maximal FPGA 1 buffer occupation in worst-case is 2632 characters

Objecl

3,000
2632

t: subqueue

[0] of FPGA 1 {par 1).fifo_xmt_1

queue

.queue

size {characters)

2,500

2,000

/LN

/ \

1,500

1,000

/

\

500

A\

a

FPGA 1 xmt

Objecl

6,000

5,000

t: subqueue

[0] of WaE.fifo_xmt_1

e size {characters)

4,000

3,000

2,000

1,000

Object: subqueue [0] of ICU through FPGA 1 {par).fifo_xmt_1

1,500

1,000

S00

ICU xmt

Object

2,000

t: subqueue

[0] of SCAE.fifa_xmE_1

1,500

1,000

500

v 0265
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N Example of frames interleaving in the DDU

37

-~ VCM Buffer occupation and variation
During the 2ms VCM stall, saturation is reached for all VC except VCO,1,2.

Saturation of VC4 from 27ms to recovery at ~40ms creates an increase of
the FCI emission buffer occupation as visible on the second graph

) Lk i, | | AL LU L
e tII I.H |l Vi v . —— :
: FCI/FPGA 2
' i L coupling buffer
- ‘Mnmwwmmw | 'mmwwlmmwm‘Wn\lw TN TNTT T
L e U b U T T mlhm.mlul '
| HMMMWWWMM
MW OO -
e NCO 12 : | el 1
ﬁr~ e . VC4 rx bufter [T 11 ]'
I/—,# | | | ﬁ | | f Mm : - o o -
| Worst-case zoom »
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Example of outputs: worst-case margin computation

Links usage & occupation

38

The higher link usage is 70.58% inside the FCI (character transfer time
versus link capability), whereas maximal link/port occupation is 77.94%.

Link usage Link occupation {inci congestion delays)
P e R el I,
R3-= R4 ) G1.16 % ¥1.34 % 0.15 %
R4 -= R3 2 10.37 % 22.04 % 1.582 %
R4 -= R2 ¢35 G1.14 % 75.09 % 0.18 %
R2-= R4 r 10.37 % 22.04 % 1.62 %
R1-= RZ 7.33 % 2052 % 0 %
RZ -= R1 0.37 % 0.37 % -
FRGAZ -= R4 5 B3.81 % 76.42 % 1.82 %
R4 -= FRPGA 2 15) E3.81 % 7266 % 1.582 %
WAE = B3 7 70.55 % 70.6 % 0 %
F3 -> WAE 3.53 % 3583 % -
ICU-= R3 0.096 % 0.8 % 0 %
F3-=CU 0.005 % 0.005% -
SCAE-» R3 1.7 % 2107 % 0.51 %
R3-» SCAE 20.55 % 2053 % 0.02 %
FPGAT -= R3 ra) B3.5 % 7244 % 1.51 %
R3 -= FPGAl3) B3.5 % 7207 % 1.51 %
DCP -= R2 45593 % al.72 % 0 %
R2-= DCP 23 % 23 % -
Ll -= R1 3751 % 42,33 % 0 %
R1-= LI 1.88 % 1.88 % -
Shdll - R1 21.09 % 211 % 0 %
R1 -= Skl 1.06% 1.06 %
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-MOST validation with real hardware
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g HW cross validation on mock-up

= Test on mock-up with 2 routers and 6 nodes (Gaisler Leon board or Dundee bricks)
» 4Links support to analyze traffic on HW network
= Same topology was used in MOST and HW mock-up. Comparison of results

e MOST « HW mock-up

Traffic 4Links Multi-link il
Recorder 1 D/T D’g SpaceWire Recorder (MSR) A D/g

F 9 [ A
N1:17 : ;87 N3:
Jorae ru N1:1? R1:1, G gy R1:87 N3:1 RLS? Na1, -
< ":' Node 3 | NODE 1 N2:12 RLa B2 W [ERI77 ~a

H3 6

oo

O [«N1:22 R2:2 T
E RI:T? '\-4:1F _\'OD:E 4
<—\—bij Node 4 | R1:47 R2.1 R1:57 R2.8 a

O« >
Node 1 =P

D/D D/D 4Links Multi-link

SpaceWire Recorder (MSR)

|:: ® VS Traffi
R::or;.er 3
«———»8@ Node5 | ]

gl O R2:17| R1.4  R2:87 R1:5
O« m Ed———* Node 6 | | N2:17 R1:3
NOde 2 o< g NODE 2 E N1:2? R2:2 w512 ?E=R1.1m N5:1
[:\'1:1'.’ R2:4 . A3 [;]m R2:57 Ne6:1

N2:27 R2:d 2:57
Traffic ﬁﬁ g g 4Links Multi-link
Recorder 2 SpaceWire Recorder (MSR)

S
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List of devices

»~  List of
devices provided
by the SME
4Links:

= Dundee routers

= Gaisler’'s Leon
boards

= 4Links SpW
recorders
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Von

Logical Addressing & Time Code

NODE 2
65 bytes Cargo D

el Bl

Ni?
N2:27 R2:4 S
66 bytes =

Traffic

4
Recorder 2 ﬁ

Hevorder 38 A 83 ©I

Example of a test performed

RI:17 RI4 KL

0 )
R2:2 ]

.

SpaceWive Hecovder (MER)

66 bytes >

4Links Multi-link
SpaceWire Recorder (MSR)

il

Obiject: node_Z_Z <-> router_2[0] =

‘MOST

lowi-level paint-to-point..busy

1.0
0.8 I
0.0

Object: node_2_2 <-> router_2 [0] <—

HW

ns

low-level paint-to-point.busy
1.0
0.5
0.0
Object: router_2 <-> node_g [0] --> .
o low-level paint-to-point.busy
0.5
0.0 .
.299;995 .3“5 .SDDéOIS .SDOéOZS 300&035 .300&045 .300é055 ‘SDDéDES GDDéD?S .300é085
I:I Time Code Rh3
I st byvte ! .
MOST HW
0 e =
Time 0 500 1000 1500 2000
. . 140ns 140ns
Time-Code duration
. 7920ns (Mode to Router)
Transfer duration 6790ns
8810ns (Router to Node)
FCT duration 40ns 40ns
780ns (Packet)
Router lutency 150ns
560 (TCs)

2012 May 15th

FCT generation

Every B rebytes

Every B rxbytes
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MOST v2.2: Package

MOST is a SpaceWire library to OPNET Modeler v17.5®
~ The following documentation has been written to support MOST users:

07/01/2014
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MOST User Manual, containing the following information:

How to install OPNET Modeler ® and the compilation environment
How to install MOST

How to setup your first simulation

How to use the MOST v2.2 embedded library

How to update the library, create new components and new functions

MOST Test & Validation report, containing the following information:

Generic tests performed on the codec (common building block)
Generic tests performed on the SpaceWire Links

Generic tests performed on the SpaceWire Parallel Links
Specific tests performed on the RMAP_CPTP Node

Specific tests performed on the Native Node

Specific tests performed on the 10X SpaceWire Switch
Specific tests performed on the 32 ports Switch
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Conclusion

44

MOST has already proved itself very useful in TAS providing the capability
to test SpaceWire networks and help sizing the main parameters (link
speed, buffers, ...), identify bottlenecks, critical components of the network,
etc...

MOST concept provides a progressive tool, built with independent SpW
building blocks which can be exchanged to test new SpaceWire technology
or even SpW standard evolutions, without waiting for HW development,

This new version is much more easy to use and runs faster than MOST
v1.4: “real-time” depending on exchanged data volumes and selection of
OPNET monitorings

An advanced model of the 10X router has been implemented to
demonstrate the capabilities of MOST

MOST v2.2 is made to evolve in parallel of the SpaceWire community
progresses and as support tool for this community.
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The End

45

“~Thanks for your attention !
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