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Artificial Intelligence on Embedded Devices

Airborne Image Autonomous Driving Industrial Inspection
Analysis

Medical Image Wireless Modulation Radar Signature
Analysis Classification Classification




Machine learning has been deployed on ground segment applications
for several years =» now moving into space

Telemetry Outlier Detection Geospatial Analytics
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Deep Learning Helps Detect Gravitational Waves
Hunting for Black Holes with Artificial Intelligence

Max Planck Institute used Al and laser interferometry to detect
gravitational waves caused by space-time distortions in our solar system.

https://www.mathworks.com/company/mathworks-stories/deep-learning-ai-and-laser-interferometry-detects-gravitational-waves.html 3
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Industry Trends

Designs with Al accelerator cores increasing

32%

ASICs with Al Cores
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23%

FPGAs with Al Cores

Designs with Al Accelerator Cores
2020 m2022

Source. Wilson Research Group and Siemens EDA, 2022 Functional Verification Study
Unrestricted | © Siemens 2022 | Siemens Digital Industries Software | 2022 Functional Verification Study SI E M E NS
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Let's have a look at an example: Lunar Crater Detection
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Object Detection with MATLAB

Images and video generated by PANGU and courtesy of the University of Dundee and STAR-Dundee. 6
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Crater Detection Example

Pre-processing:
Extract regions and
resize

Application
logic

N

Inference: Predict ‘
using trained network

Post-processing:
Annotate and label
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Unique Platform Differentiators
MATLAB is an Interoperable and Integrated Platform for Al-Driven Systems

Data Preparation Al Modeling Simulation & Test Deployment

Data cleansing @ Model design and Integration with . Embedded
and preparation tuning complex systems ‘= devices

Hardware

Q Human insight 559 accelerated 'DE’ System simulation % Enterprise systems
training

Simulation- * i — x System verification RQ‘, Edge, cloud,

generated data —+Vv and validation - desktop
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Spend less time preprocessing and labeling data
Synchronize disparate time series, filter noisy signals, automate labeling of video, and more.

e

~ AUTOMOTIVE

B

Ground Truth
Labeler

- Bt <2 SIGMAL PROCESSING AND COMMUMICATIONS
Data Preparation :z
| » 1<

Audio Labeler  Signal Labeler
||||||’|| Data cleansing and B
preparation [

Q Human insight

e’ & B

Image Labeler Lidar Labeler Video Labeler

Simulation-
generated data

EEERP

Use labeling apps for deep learning workflows like
semantic segmentation




Start with a complete set of algorithms and pre-built models

Al Modeling

Model design and
tuning

s Hardware
== accelerated training

* Interoperability

-

N 7
Algorithms Pre-built models
Machine learning Image classification models
Trees, Naive Bayes, SVM... AlexNet, GooglLeNet, VGG,
SqueezeNet, ShuffleNet, ResNet,
Deep learning DenseNet, Inception...
CNNs, GANs, LSTM, MIMO... S
Reinforcement learning Reference examples
OIS (A2, [DIDIFI, o Object detection
Regression Vehicles, pedestrians, faces...
Linear, nonlinear, trees... Semantic segmentation
_ _ Roadway detection, land cover
Unsupervised learning classification, tumor detection...
K-means, PCA, GMM... . .
Signal and speech processing
Predictive maintenance Denoising, music genre recognition,
RUL models, condition indicators... keyword spotting, radar waveform
classification...
Bayesian optimization __and more...
/U

4\ MathWorks
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Interoperability with Python Based Frameworks

Al Modeling

Model design and
tuning

Hardware
== accelerated training

* Interoperability

4

MATLAB

1F TensorFlow

- - Other
Frameworks

O PyTorch

4\ MathWorks'

11



4\ MathWorks'

Increase productivity using Apps for design and analysis

Use MATLAB Apps to design deep learning networks, explore a wide range of classifiers,
train regression models, train an optical character recognition model, and more.

-

Al Modeling

Model design and
tuning

HBE 05 000 00000 00REE| DR

32 Hardware Deep Network.Designer app to build, visualize,
=5ca accelerated training and edit deep learning networks

* Interoperability

Experiment Manager app to manage multiple
deep learning experiments, analyze and compare
results and code

12
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Hardware acceleration and scaling are critical for training
MATLAB accelerates Al training on GPUs, cloud, and datacenter resources without specialized

programming.

AAzu re —

<3

Al Modeling
Model design and aWS
tuning -

e N T
docker

NVIDIA.

—9Ca  accelerated training

* Interoperability

13



FPGA is a good choice for lower power deep learning applications

Deployment

‘ M} Embedded devices

% Enterprise systems

tQJ Edge, cloud,
desktop

Speed

Power
Consumption

Engineering
Cost

High High

High Low Low

Medium Low Medium

- Low Latency
= High speed I/O connectivity

High

Lowest

High

&\ MathWorks
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System Requirements Drive Network Design

oy

> Camera specs
Accuracy
Latency
Systems Cost
Engineer
Power

Deep Learning
Practitioner

4\ MathWorks

L

Hardware
Engineer

iy
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Challenges of Deploying Deep Learning to FPGA Hardware:

224

224

96
filters

11x11|

96 filters of 11x11x3 of 32-bit parameters 140k bytes

55

95

L Each stride is an 11x11x3 matrix multiply-accumulate

-21.16M bytes of activations

-2105M floating-point multiply operations!

16



Customizable Deep Learning Processor

Spend FPGA resource for only
the layer kernels used in your

network

90
80
70
60
50
4
30
20
10

0

o

||| |II e
m - AXI4

Full DUT Conv Only FC Only LSTM
Processor no LRN Processor

mLUT mBRAM =mDSP

Percentage resource
usage on ZCU102 board

Slave

DDR Memory

Vendor Memory Interface IP

I AXlI4 Masters I

Activation Weight
Data Read/Write Data Read
Arbitrator Arbitrator

!

Debugger/
Instruction

Data Read/Write N

Arbitrator

Memory Access Arbitrator Modules

} }

!

Top-level
Scheduler
Module

Processing Modules

Conv FC Custom
Kernel Kernel Kernel

-

./

FPGA Deep Learning Processor IP

4\ MathWorks

17






Deep Learning HDL Processor steps

-

4

Application

logic

Analyze
Profile

m

stimate

Compile &
Deploy Network

instructions

Layer
control

Weights &
Activations

J

stomize Build Processor

HDL Coder

Memory Access Memory Access
2 al |2 Eull 2
: u
2| Convolution ||2| |2 y 2
© o| || Connected ©
2 Module = — =
(5) ) ) Module )
< < < <

Vs

-
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Deep Learning Processor

Conv Module Control } [ FC Module Control }

1\

IP core interface

DL Processor u
HDL

A
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Profile FPGA Prototype and lterate in MATLAB

)

-

Application

>> deepNetworkDesigner

>> dn = wobj.compile;

>> wobj.deploy;
>> [predict_out, speed] = wobj.predict(img_pre,'Profile’,'on’);

>>wobj=dlhdl.Workflow('Network', detector.Network, 'Bitstream’, 'zcu102_single’);

>> wobj.Target = dlhdl.Target('Xilinx', 'Interface’, 'Ethernet’, 'IPAddress’, '192.168.4.2');

/

Deep

Network

conv_1
maxpooll
conv_2
maxpool2
conv_3
maxpool3
conv_4
volov2Convl
yvolov2Conv2
yvolov2ClassConv

* The clock freguency of the DL processor is: 228MHz

Learning Processor Profiler Performance Results

LastFrameLatency(cycles) LastFrameLatency(seconds) FramesNum
1729236 8.89756 1
285293 9.88803
161298 g.82e73
212825 9.88e97
79776 8.82836
178397 g.83e51
44728 B.80828
161974 g.e2e74
385766 8.8813%
IBeEl 9.8913%
73795 g9.89234

Total Latency

1729753

Frames/s

4\ MathWorks

Layer
control
instructions

Weights &
Activations
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Two Compression Techniques

before pruning after pruning

pruning
synapses

-—>

pruning
neurons

Pruning
deep neural networks

@\ MathWorks'

Biss ——

OOOOO
.......

Quantization of
deep neural networks

20



Taylor Approximation Pruning

/Pruning process\

Trained
Network

Evaluate importance
of weights

)

¥

Remove the least
important weights

|

. 4

Fine Tuning
\ (training)

i

\L___________

Remove unimportant Retrain

parts of the network

Pruned +
Retrained

prunableNetwork = taylorPrunableNetwork(dlnet)

prunableNetwork =
TaylorNetworkPruner with properties ...

Classification OCbject Detection  Semantic Segmentation

100

50

Accuracy (%)

Classification Object Detection  Semantic Segmentation
(I Original Network [ Pruned Network

4\ MathWorks
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Recurrent Neural Networks (RNN) can be simplified by
compressing LSTM Layers

- Data: time series of temps/currents/voltages
—> predict state of charge at each time step

- Model: Recurrent regression NN with two LSTMs

463.4k 8 0 00

- New in R20220 - Projected Layer Pruning
41.8k 8 0 00

— Memory Footprint: 1.85 MB > 167 KB (91% reduction)  round trath SOC

== RNN prediction

— Inference Latency: 3.3 sec > 1.7 sec (48% reduction) Compressed RNN




Deep Network Quantizer - Int8 Quantization

Deep MNetwork Quantizer

DEEP NETWORK QUANTIZER

E[ll:l Calibration Data:

@ Validation Data:

24 v

Export quantized

4\ MathWorks'

Mew [calibrationDatastorE -Image.. ~ ] Calibrate [calibratianDatastore -Image.. ~ | Hardware Settings Quantization Options  Quantize and Validate | Expart network
_s CALIBRATE VALIDATE EXPORT -
‘tor - Layer Graph ~] Getting Started Calibration Statistics o
# conv_1 ~ ; } =~
T Dynamic Range of Calibrated Layers [iZ] Legend
e i Layer Name Min Value |Max Val Q i 1 . 5 .
Import Calibrate s uantize and Validate 2e  om o
® refu_1 ~ input E E E
N etWO rk 1 Activations o.0000 1.0008 E : :
® maxpooll | | .
T - conv_1 ' : :
4 comv_2 Weights -1.7574 1.7767 : ! !
| | H H
$ N2 Bias -2.5188 2.5245 : : :
T Activations -8.3809 6.8080 5 : ; : 5
® relu_2 : ' ]
1 + relu_1 ! : :
® maxpooi2 Activations 0.00808 .50508 E : ; : E
1 : ! ' : '
+  maxpooll ' ' '
| Activations 8.0008 6.8088 | H . H
$ BN3 I 1 ' H
1 - conv_2 : : :
@ relu_2 Weights -8.2267 @.2915 E : i E
) Bias -1.5015|  1.7443 : : :
T Activations -6.6541 8.7700 : : : :
® conv_4 —— E E . E
| = . 1 . f
$ EN4 Activations o.0008 5.770@ | H . h
1 s ~ maxpool2
® relu_ " L " '
Y Activations 8.0000 §.7700 5 : ; :
#® yolowZConwl - conv_3 E E E
| | . ] ]
% yolovZBa Weights -8.2329 8.1731 ' : ' .
7 Bias -1.8897 1.9424 i : :
® yolovZRelul —— T T T T
' | Activations -5.8875 6.7268 i 1 ] |
# yolovZConwZ - I'ElU_3 E E E
| R | 1 i H
e volov2Batcha - Activations 8.080a 6.7268 g : 4 :
14 ~ maxpool3 -

23
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Quantize Deep Learning Network and Processor in MATLAB

-

Application
logic

>>wobj=dlhdlWorkflow('Network', detector.Network, 'Bitstream’, 'zcul102 int&’);
>> dn = wobj.compile;
>> wobj.Target = dlhdl.Target('Xilinx', 'Interface’, 'Ethernet’, 'IPAddress’, '192.168.4.2');
>> wobj.deploy;
>> [predict_out, speed] = wobj.predict(img_pre,'Profile’,'on’);

>> deepNetworkQuantizer

v,

- Weights &
control e
: ) Activations
instructions

%

Network

conv_1
maxpooll
conv_2
maxpool2
conv_3
maxpool3
conv_4
volov2Convl
volov2Conv2
volov2ClassConv

LastFrameLatency(cycles)

575217
98336
65819
66516
31568
53583
158154
46168
34962
35134
24226

LastFramelatency(seconds)
LB0238
L BPada
.BDa26
LBRBET
LB0e13
LBP821
.Boear
LB0e1E
LBoe34
L BEe34
.Boala

[ s e o i s e

#* The clock freguency of the DL processor is: 256MHZ

Deep Learning Processor Profiler Performance Results

FramesNum Total Latency Frames/s

1 575799 434.2

25



Converge on an FPGA-Optimized Deep Learning Network

-

Application
logic

N

@
)

>> deepNetworkQuantizer

\J

% Create target object
hTarget = dlhdl.Target(..)

% Create workflow object, using the target
hW = dlhdl.Workflow(..);

% Compile the network
hW.compile;

% Program the bitstream and deploy the compiled network and weights

hW.deploy;

% Run prediction
[score, speed] = hW.predict(img, ‘Profile’,

Parameters Speed
48 MB 127.2 fps
44 MB 433.8 fps
Bitstream Name ConvThreadMumber FCThreadNumber Lookup Table(LUT) Block RAM (BRAM)
Utilization(%) Utilization(%) (%)
zcu102_single 16 4 20 63.7 15
zcu102_int8 64 62 49 N

on’);

DSP Utilization

)

4\ MathWorks

Layer
control
instructions

\/-

Weights &
Activations
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Integrate the Deep Learning Processor into your bigger system

« Generate Generic Deep Learning Processor IP core
= Define clean input/output frame hand-shaking protocol
= Drop the generated Deep Learning IP core into your bigger system

Processor Config

Top Modnle Properties DLrTip 0
DeeplearningIPInputInterface: 'DDRE Interface’ —
e . o ] .
EernelDataType: 'single _+ AX
System Level Properties — |PCORE CLK AXld Master Activation Data —
TargetPlatform: 'Generic Deep Learning Processor' Generate g IPCORE_RESETN AXl4_Masler_Weight_Data + _
TargetFrequency: 200 —= AX ACLK AX4 Master Debug - | e
B —
SynthesisTool: 'Xilinx Viwvado' —1 AXla ARESETM
ReferenceDesign: '! _
SynthesisToolChipFamily: 'Zyng UltraScaled! DUT ip [

SynthesisToolDeviceName:

'¥xczuSeg-ffivbllSe-2-e!

> dlhdl.buildProcessor (hPC)

SynthesisToolPackageName: '°

SynthesisToolSpeedValue: '!

27
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Network Examples

Network Examples Application Area

VGG16/VGG19 Classification

Darknet19 Classification CNN
ResNet18/ResNet50 Classification/Detection CNN 2021
YOLO v2 Object detection CNN

MobileNet v2 Classification/Detection CNN

1-Dimentional CNN networks Classification/Detection CNN 2022
Segmentation networks Segmentation CNN

LSTM networks Signal processing RNN 2022
YOLO v3 Object detection CNN, MIMO

GRU network Signal processing RNN 2023
YAMnet (Audio toolbox) Classification/Detection CNN

28



Why MATLAB & MathWorks for Al?

/ Domain-specialized workflows \
for engineering and science

g B @

% # b

-

Platform productivity \

Q

f Multi-platform deployment of\
full applications and systems

o J

flnteroperability with Python and\
DL Python-based frameworks

® TensorFlow
e O PyTorch

" SIMULINK®

\_ &) ONNX )

4 people A
i
o )

4\ MathWorks'
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Examples

Deep Learning HDL Toolbox

Get Started with Deep Learning 5
HDL Toolbox

Prototype Deep Learning 14
Networks on FPGA

Deep Learning Processor 5
Customization and IP
Generation

System Integration of Deep 3
Learning Processor IP Core

Deep Learning INT8 5
Quantization

Visualize Activations of a
Deep Learning Network by
Using LogoNet

Feed an image to a convolutional
neural network and display the
activations of the different layers of
the network. Examine the activations

Open Live Script

Deploy Transfer Learning
Network for Lane Detection

Create, compile, and deploy a

dihdl Workflow object that has a
convolutional neural network. The
network can detect and output lane

Open Live Script

Running Convolution-Only
Networks by Using FPGA
Deployment

Typical series classification
networks include a sequence of
convolution layers followed by one
or more fully connected layers.

Open Live Script

Image Category
Classification by Using Deep
Learning

Create, compile, and deploy a
dihdl Workflow object with alexnet
as the network object by using the
Deep Leaming HDL Toolbox™

Open Live Script

)
Vehicle Detection Using
YOLO v2 Deployed to FPGA

Deep learning is a powerful machine
learning technigue that you can use
to train roebust object detectors.
Several technigues for object

Open Live Script

Image Classification Using
DAG Network Deployed to
FPGA

Train, compile, and depioy a
dihdl. Workflow object that has

ResMet-18 as the network object by
using the Deep Learning HDL

Open Live Script

X o

Vehicle Detection Using DAG
Network Based YOLO v2
Deployed to FPGA

Train and deploy a vou look only
once (YOLO) v2 object detector.

Open Live Script

o ™

Defect Detection

Deploy a custom trained series
network to detect defects in objects
such as hexagon nuts. The custom
networks were trained by using

Open Live Script

4 \ Tere (8]
Classify ECG Signals Using
DAG Network Deployed To
FPGA

Classify human electrocardicgram
(ECG) signals by deploying a trained
directed acyclic graph (DAG)
network.

Open Live Script

(Grmarel Trus: Blzshie, Prasietisn FPGA: Bestie

Bicyclist and Pedestrian
Classification by Using FPGA

Deploy a custom trained series {
network to detect pedestrians and
bicyclists based on their micro-
Doppler signatures. This network is

Open Live Script

Prototype and Verify Deep
Learning Networks Without
Target Hardware

Rapidly prototype your custom deep
learning network and bitstream by
visualizing intermediate layer
activation results and verifying

Open Live Script

4\ MathWorks'
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Training Resources
Deep Learning Onramp

Machine Learning Onramp Q(Qe o Share | Certificate | Settings

b modules | 2 hours | Languages

Learn the basics of practical machine learning methods for classification problems. Course Description

Get started quickly using deep learning methods to perform image recognition.

Machine Learning with MATLAB

7 modules | 12 hours | Languages Course Author

Explore data and build predictive models. Renee Bach

Format  Self-paced online
Duration 2 hours
Language English (set language)

Deep Learning Onramp ?(66
Smodules | 2 hours | Languages

Get started quickly using deep learning methods to perform image recognition.

Deep Learning with MATLAB Modules

13 modules | 8 hours | Languages

Learn the theory and practice of building deep neural networks with real-life image and ? Introduction 5 min

sequence data.

»> Using Pretrained Networks 20 min

Reinforcement Learning Onramp QQGQ > Managing Collections of Image Data 30 min

Smodules | 3 hours | Languages

Master the basics of creating intelligent controllers that learn from experience. > Performing Transfer Learning 60 min

> Conclusion 10min

https://matlabacademy.mathworks.com/

32


https://matlabacademy.mathworks.com/

MathWorks training options for Al topics

MATLAB Skills

Assessment
. MATLAB for Data . . . - .
Fuundatmnal/ MATLAB Fundamentals Processing and Proceglﬁfﬁliligata with A B"l’l,lld?g InFer:di?:fAB
3 days Visualization pplications In
Core MATLAB (3 days) (1 doy) (1 day) (1 day)
8 Image Processing with Computer Vision with
Image & Video Processing MATLAB MATLAB
(2 days) (1 day)
Signal Processing and
_ . Feature Extraction for Machine Learning with Deep Learning with
Machine and Deep Learning Data Analytics with MATLAB MATLAB
MATLAB (2 days) (2 days)
(1 day)
Embedded Coder for Polyspace for C/C+
. Generating HDL Code DSP for FPGAs Production Code . 3
Implementatlon from Simulink (2 days) (3 days) Generation Ccde{;.-'zzﬁc;atmn
(2 days) ¥s

‘ MathWorks



Resources for Further Learning

= Crater Detection - Deep Learning
— Deep Learning Solutions in MATLAB
— Deep Learning Verification Library
— Deep Learning Models
— MATLAB with TensorFlow and PyTorch
— Importing Models from TensorFlow, PyTorch, and ONNX
— TensorFlow-Keras Layers Supported for Conversion into Built-In MATLAB Layers

— What's New in Interoperability with TensorFlow and PyTorch

= Crater Detection - Deep Learning = FPGA

— Deep Learning HDL Toolbox
— Deep Learning HDL Toolbox Supported Networks, Layers, Boards and Tools

@\ MathWorks'
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https://www.mathworks.com/solutions/deep-learning.html
https://www.mathworks.com/matlabcentral/fileexchange/118735-deep-learning-toolbox-verification-library
https://github.com/matlab-deep-learning/MATLAB-Deep-Learning-Model-Hub
https://www.matlabexpo.com/content/dam/mathworks/mathworks-dot-com/images/events/matlabexpo/online/2022/matalb-with-tensorflow-and-pytorch-for-deep-learning.pdf
https://blogs.mathworks.com/deep-learning/2022/03/18/importing-models-from-tensorflow-pytorch-and-onnx/
https://www.mathworks.com/help/deeplearning/ref/importtensorflowlayers.html#mw_8c774782-3a98-4dfc-838a-50eb34865d97
https://blogs.mathworks.com/deep-learning/2022/10/04/whats-new-in-interoperability-with-tensorflow-and-pytorch/
https://www.mathworks.com/products/deep-learning-hdl.html
https://www.mathworks.com/help/deep-learning-hdl/ug/supported-networks-layers-boards-and-tools.html

&\ MathWorks

Neuron Coverage for Deep Learning 2022

https://github.com/matlab-deep-learning/neuron-coverage- .

for-deep-learning jl

‘na !magemput
imagelnputLayer

1 , 5 ; LayerCoverage LayerCoverage
conv_ conv_: conv_. ®
ﬁ convolution2dL... W convolution2dL... m convolution2dL... fullyConnected...
1 |[fc 0.2000 1 |[fc 0.3000
2 |softmax 0.1000 2 |softmax 0.2000
batchnorm_1 batchnorm_2 E batchnorm_3 m softmax
batchNormaliza... batchNormaliza... batchNormaliza... softmaxLayer
Neuron Coverage for threshold = 0.9
1
[ [
fc
relu_1 relu_2 relu_3 classoutput 09 | softmax | -
reluLayer reluLayer reluLayer el ClassificationLa...
08 | 4
07 |
maxpool_1 maxpool_2
maxPooling2dL... maxPooling2dL... 06 L
g 05 L
o
o
=
S 04 |
3
()
z
03 |
02 |
01 |
0

Batch 3 5


https://github.com/matlab-deep-learning/neuron-coverage-for-deep-learning
https://github.com/matlab-deep-learning/neuron-coverage-for-deep-learning
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Deep Learning Toolbox Verification Library R2022b

Verify deep learning network robustness against adversarial examples and to
compute the output bounds for a set of input bounds.

Neural Crater mmm
Network No crater mm

Formal Verification

verified unproven violated

https://www.mathworks.com/help/deeplearning/deep-learning-verification.html
https://www.mathworks.com/matlabcentral/fileexchange/118735-deep-learning-toolbox-verification-library .,



https://www.mathworks.com/matlabcentral/fileexchange/118735-deep-learning-toolbox-verification-library
https://www.mathworks.com/help/deeplearning/deep-learning-verification.html
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