
SpaceFibre and image 
compression on RTG4 FPGA

Dawid Linowski (presenter), Andrzej A. Wojciechowski, Tomasz Rybak

SEFUW 2023 
15th March 2023



© Syderal Polska Sp. z o.o.

Outline

• Introduction and objectives

• Requirements

• Design description

• Design verification in simulation

• Design validation in hardware

• Summary



© Syderal Polska Sp. z o.o.

Established in:

2016

Headquarters:

Gdańsk, Poland

Number of employees:

28

Elektronika i oprogramowanie 
na potrzeby branży kosmicznej

=

Gdańsk Science and Technology Park - headquarters

SYDERAL Polska



© Syderal Polska Sp. z o.o.

Areas of expertise

Payload computers, 
data processing units

Flash Memory 
Modules

Control electronics for 
mechanisms and 

instruments

Quantum and optical 
communication

Areas of expertise

Electrical Ground 
Support Equipment



© Syderal Polska Sp. z o.o.

Project’s objectives

Developed in the scope of the Polish Industry Incentive Scheme (PLIIS) as „Demonstration 
of SpaceFibre Technology Usage for Image Processing Applications” (SFIC). 

Goals:

• Demonstration of parallel operation of CCSDS-121 and CCSDS-123 compatible 
multispectral image compression IP cores on a high-performance FPGA evaluation 
board.

• Demonstration of combined CCSDS-123 and CCSDS 121 IP cores (SHyLoC IP core), thus 
serving as a baseline for future developments in this technological area.

• Show the SpaceFibre interface as a high-throughput data transfer interface used to 
transmit hyperspectral images to the compression cores to realise on-the-fly image 
compression.
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Project’s origin

• Continuation of work presented by the 
team from ULPGC on previous SEFUW in 
2018.

• Usage of CCSDS-123 and CCSDS-121 IP 
cores designed by the team from the same 
University.
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Workplan

Project duration : 
17.07.2019 - 11.05.2021

Consortium consistsed of:

Syderal Polska, Poland – main 
contractor

Thales Alenia Space – España, Spain
- subcontractor
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Requirements overview

• The requirements for this project have been prepared by TAS-E engineering team, 
having large experience in on-board data processing projects, as well as image 
compression. 

• The set of requirements was also in line with the ones that ESA is requiring for 
future architectures in their ITTs.

© Techwell
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Requirements - interfaces

• Receive hyperspectral images to be compressed through SpaceFibre 
interface (2.5 Gbps).

• Send back compressed image through SpaceFibre interface.

• Images in Band Interleaved by Pixel format (BIP).

• Use different SpaceFibre virtual channels for both compression cores 
(VC1 and VC2).

• Allow configuration of compression IP cores through SpaceWire RMAP 
(100 Mbps) or SpaceFibre VC0 interface (with RMAP protocol).

• Allow debugging through UART interface.
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Requirements - compression cores

• Compress the images with one of two compression cores:

• Compression Core 1
Configured to perform the function of both CCSDS-123 
(preprocessor) and CCSDS-121 (block adaptive encoding) – creating 
SHyLoC. Runtime configurable. Initial configuration for AVIRIS 
dataset.

• Compression Core 2
Configured to perform the function of CCSDS-123 (pre-processor + 
sample-adaptive encoding). Pre-configured for LANDSAT dataset.

• Allow simultaneous online compression using both compression cores.
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Requirements - compression modes

Online mode (on-the-fly)
Image data received through the SpFi interface,  compressed data is send back on the 
same SpFi virtual channel. 

Offline mode
Image for compression is stored in external DDR memory first. On request, this image 
is being transfered to the selected compression core and the resulting compresed 
image is stored back in the DDR memory. It can be later retrieved with SpW or SpFi
VC0 (RMAP).
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General architecture
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FPGA architecture
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FPGA modules development/reuse
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DMA_ctrl

DMA controller manages offline compression.

Responsible for:

• Reading image data from SDRAM and providing this 
data to the appropriate compression core.

• Reading compression output from the compression 
core and saving this data in SDRAM for future 
readout.
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Verification environment

Verification environment:

• Top of representative FPGA used for hardware validation.

• Environment composed by FPGA interface models as well as both CCSDS blocks input/output data 
comparator with written/read data via SpaceWire/SpaceFibre IF.

• All Test Cases, defined in the FPGA Verification Plan, used to verify the FPGA compliance to the FPGA 
specification.
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Compression parameters for simulation
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Reference file generation

• Image files for simulation prepared with a Python script – all files 
containing samples with incremental values, starting from 0x00. 

• Compressed reference files prepared with the Compressor tool
distributed as a part of the WhiteDwarf Data Compression Evaluation 
Tool available at ESA website.

• Compressed output generated by compression cores is compared with 
prepared reference files at the end of the simulation.
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Verification results

Passed.
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Synthesis and layout

Entire design has been synthesised 
with Synplify Pro tool(Q-2020.03M-
SP1) and implemented with Libero SoC 
(v12.6) for the following device:

• Family: RTG4

• Device: RT4G150

• Package: 1657 CG

• Speed grade: -1

Resource Usage 

+---------------------------+-------+--------+------------+ 

| Type                      | Used  | Total  | Percentage | 

+---------------------------+-------+--------+------------+ 

| 4LUT                      | 47791 | 151824 | 31.48      | 

| DFF                       | 29470 | 151824 | 19.41      | 

| I/O Register              | 0     | 2151   | 0.00       | 

| User I/O                  | 114   | 717    | 15.90      | 

| -- Single-ended I/O       | 92    | 717    | 12.83      | 

| -- Differential I/O Pairs | 11    | 358    | 3.07       | 

| RAM64x18                  | 116   | 210    | 55.24      | 

| RAM1K18                   | 166   | 209    | 79.43      | 

| MACC                      | 27    | 462    | 5.84       | 

| H-Chip Globals            | 16    | 48     | 33.33      | 

| CCC                       | 2     | 8      | 25.00      | 

| RCOSC_50MHZ               | 0     | 1      | 0.00       | 

| SYSRESET                  | 1     | 1      | 100.00     | 

| SERDESIF Blocks           | 1     | 6      | 16.67      | 

| FDDR                      | 1     | 2      | 50.00      | 

| GRESET                    | 1     | 1      | 100.00     | 

| RGRESET                   | 24    | 206    | 11.65      | 

+---------------------------+-------+--------+------------+ 
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General HW test setup #1

The Breadboard Model of the SFIC (SFIC BB) consists of:

• Microsemi RTG4 development kit,

• FMC SpaceWire/SpaceFibre Board from STAR-Dundee.
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General HW test setup #2

The test-PC incorporates 2 PCIe boards offering SpaceWire and SpaceFibre interfaces:

• STAR-Dundee SpaceWire PCI Express

• Teletel iSAFT Quad SpaceFibre PCIe

© iSAFT_SpFi_Card_Datasheet
© www.star-dundee.com
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Actual view from the lab
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Software used

Ball Aerospace COSMOS software suite can be used to control a set of 
embedded systems. These systems can be anything from test equipment 
to development boards and satellites.

In SFIC, it has been used on the test PC to orchestrate overall tests 
execution by controlling all used communication interfaces.
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Software used
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Reference file generation

Actual multi- and hyperspectral satellite images have been used (for 
AVIRIS and LANDSAT) as an input for compression.

Compressed reference files have been prepared in the same manner as 
for simulation.

Total: 15 Functional Test Cases and 4 Performance Test cases.
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HW validation results

Passed.
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Performance results

Each compression core throughput has been calculated by dividing amount of 
transmitted data by the core compression time measured inside the FPGA.

Core frequency: 50 MHz

AHB frequency: 50 MHz

Maximum throughput reached for compression core 1 (SHyLoC) ~763 Mbps (~0.745 
Gbps)
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Summary

• SYDERAL Polska presented a demonstrator of SpaceFibre technology usage 
for image processing applications on the high-performance RTG4 FPGA 
based development board.

• CCSDS-123 and CCSDS-121 IP cores were used both as a standalone 
modules and together as SHyLoC.

• AVIRIS and LANDSAT dataset images compression was performed both in 
online and offline modes.

• SHyLoC (Compression core 1) parameters were possible to be updated in 
run-time.

• It was possible to use both compression cores simultaneously.
• Throughput of ~763 Mbps using SpaceFibre interface has been achieved for 

SHyLoC.



Thank you for your attention!
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