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Use Cases for Edge Computing and an
Application Execution Platform

» Al-based autonomy and health
management for constellations

» Sensor data preprocessing
* On-board scientific processing
* On-board digital twins

* Real-time processing of earth observation
data and alarming (e.g. wild fires)

= Optical navigation for on-orbit servicing or
rover navigation
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Robot and simulation setup at the European Proximity Operations Simulator






Scalable On-board computing for Space Avionics e R
STELLAR
(SCOSA) figd” DLR

Combine space-qualified hardware with COTS
(commercial-off-the-shelf) components
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ScOSA Features

Scalability

» Heterogeneous architecture (CPU, FPGA)

= Combination of COTS and radiation tolerant processors
» Reconfiguration for new mission phases

Data-driven programming model
» Distributed middleware

» Event-based task activation

= Supports Linux and RTEMS

Network protocol (SpaceWire-1PC)
= Reliable messaging
» |PC between tasks on different nodes

Fault tolerance

» Distributed FDIR subsystem at data, task, node, and
system levels

» Fault isolation of unreliable components
= Checkpointing
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ScOSA Flight Experiment on CAPTn-1

» Flight of a 9-node computer (8 Xilinx Zynq SoCs + 1 Leon3 GR 712 -
18 cores) on a 12U CubeSat in 2026

» Demonstrate system reliability and resilience in an operational space
environment

* Demonstrate at least 5 relevant applications (e.g. rendezvous navigation,
earth observation, ...)

= Expected mission lifetime:
1 year + 1 additional year

_ : I y - E:m‘
ScOSA boards ScOSA payload integration
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Lessons Learned from ScOSA YR
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» Application developers want a more flexible development
environment with custom libraries/runtimes

= Software integrators want strong separation and rights
management for applications

» Update procedures should be easier for iterative testing in orbit

* Need for Al application environment
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What is Stellar Apps?

The Stellar Apps software platform enables the secure, efficient, and
flexible use of the spacecraft on-board computing capabilities by a
variety of third-party applications. The main features include:

= Run applications in an isolated environment with configurable
access to spacecraft and instrument data, ensuring the safety of
the mission

= Enables incremental updates and replacement of applications in-
orbit to support multi-mission spacecraft

* Provides a software development environment similar to the real
execution environment, reducing application time-to-space

= Enables Al applications by providing Al libraries and accelerators

- ,App Store” for Spacecraft (without the ,Store” part)
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Stellar Apps Project

» Design and Development of the
Stellar Apps Software Platform

= Evolution of the SCOSA OBC platform as EM for P RISC-\V/°
Stellar Apps

» Development of at least 7 DLR applications to increase the
TRL including the possibility of flight testing

» Use of the 2nd mission year of CAPTn-1 for in-orbit
demonstration of Stellar Apps and at least 6 applications
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Key Requirements for the Software Platform 5 ‘#7
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Isolation and separation of individual applications
2. Regular updates of applications

3. Strong cybersecurity measurements during the entire lifecycle of an
application

4. Multi-tenant operations
5. Support for real-time applications

6. APIl-based communication between applications and the underlying
hardware

7. Access to Al accelerators and commonly used runtime libraries
Distributed execution of applications on multiple computing nodes
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Stellar Apps Software Platform

Main Components
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Stellar Apps Layered Software Stack

» Applications communicate with the
» spacecraft components
= other apps
= ground

by an web-service like API
—> abstraction of PUS, CSP, CAN, SpW...

= Al support by at least PyTorch and
TensorFlow

= System supports distributed computing
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Proof-of-Concept Stellar Apps System B ‘#7
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» Applications developed in Rust
= API support for C/C++ and Python (future)
= Apps are containers following the Open Container Initiave (OCI)

VM1 VM 2 VM 3
"Application Developer” "Ground Interface" "Spacecraft”

3
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Conclusions & Outlook YR
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= Stellar Apps platform enables edge computing for future space
missions

» Stellar Apps Features:

Isolated applications - real-time execution * Al support and SN
acceleration - safety and cybersecurity features - fast to-orbit Ky N N
deployment « APl-based communication ‘

* We are interested to build an European “space app” ecosystem by

defining a lightweight app API
= [f you are interested to discuss: daniel.luedtke@dlr.de
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Stellar Apps Applications B
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ScOSA System Software B
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Software Stack ™ DLR

Operating systems Applications

. System Management

[ | G N U / I_| n UX System Management Services
[ Reconfiguration Service | Telecommand/Telemetry
i : [T Checkpointing Service |
= RTEMS (real-time operating system) e |
[ Monitoring Service |
[ System Alert Service |
Spac eWire-IPC [ Reintegration Service | Outpost Library
[ Plausability Service |
= SpaceWire (and Ethernet) protocol to B Execution Platform
Su pport Distributed Tasking Framework
= Inter-process communication (IPC) F Network Protocol
= Reliable / unreliable messages S i
" Large message tranSfer Operating System
= Reconfiguration
Hardware
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Distributed Tasking Framework R CTE

. ] . . System Management
n Eve nt-drlven, mUItIthreaded mlddleware System Management Services
. . . . . Reconfiguration Service Tel d/Tel t
= Distribute applications across multiple = Shociponing Semice : B
nodes [ Voter Service |
] ] [ Monitoring Service |
= https://github.com/DLR-SC/tasking- [ SysemAleriSevice |
framework [T Reintegration Service | Outpost Library
[ Plausability Service |

OUTPOST - Execution Platform
Distributed Tasking Framework

= Library for low-level space system functions F RS Erotocol
SpaceWire-IPC
= Abstraction layer for different hardware and
operating systems Operating System

» Standardized communication protocols such as
CCSDS and PUS Hardware

= https://qgithub.com/DLR-RY/outpost-core

ScOSA's layered software stack
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