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MOTIVATION
WHY SIZE MATTERS AND WHAT THIS WORK ADDRESSES
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▪ Future Missions

− Higher Downlink Data rates & larger data volumes

− Earth orbiting mission with short ground contact duration (typically ~10 - 15 min per pass)

▪ Links are faster, but less reliable

▪ File-Based Operations (FBO) + CCSDS File Delivery Protocol (CFDP) adopted to improve data handling

▪ File size directly impacts:

− Class 1: data availability under disruptions

− Class 2: number of open transactions & memory limits
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CFDP OVERVIEW
CFDP IN A NUTSHELL
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▪ Class 2 (closed loop):

− ACK/NAK and retransmission supported

− Requires uplink for directives

▪ Secures Data Link via

− Positive Acknowledgment

− Negative Acknowledgment

− And retransmission of lost file portions

▪ File integrity ensured (if contact window allows)

▪ Latency and number of open transactions become critical.
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PDU -> Protocol Data Units
Metadata Attached data transferred with file data itself. M
File data A given portion (Nth) of the file data to transfer. FD(N)
EOF The End Of File notification (sender to receiver). EOF
Finished File transfer finished notification (receiver to sender). FIN
ACK EOF Positive acknowledgment of the EOF. ACK(EOF)
ACK Finished Positive acknowledgment of the Finished PDU. ACK(FIN)
NAK Negative acknowledgment by requesting retransmission(s) of missing data.



CFDP OVERVIEW
CFDP IN A NUTSHELL
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▪ Class 1 (Open loop)

− No retransmission, no ACK/NAK

− No uplink required at ground stations

− File lost if packet lost (& no on-ground reconstruction capabilities)
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PDU -> Protocol Data Units
Metadata Attached data transferred with file data itself. M
File data A given portion (Nth) of the file data to transfer. FD(N)
EOF The End Of File notification (sender to receiver). EOF
Finished File transfer finished notification (receiver to sender). FIN



METHODOLOGY
HOW WE APPROACH FILE SIZE OPTIMIZATION
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▪ Introduction of „Equivalent Link Availability“
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▪ Class 1 ▪ Class 2▪ Packet Store (no CFDP)



OBJECTIVES OF THIS TASK
WHAT THIS WORK ADDRESSES
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▪ Define optimal file size distribution for missions using CFDP

▪ Consider key mission parameters:

− Link availability

− Required mission data availability

− On-Board mass memory constraints

− Ground latency for CFDP directives

▪ Compare Class 1 vs. Class 2 trade-offs

▪ Provide guidelines for configuring on-board file sizes
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RESULTS FOR CFDP CLASS 1
EXAMPLE (CLASS 1)
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RESULTS FOR CFDP CLASS 1
EXAMPLE (CLASS 1)
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▪ Equivalent Link Availability:

1. Time of missing communication: 𝑇𝑙𝑜𝑠𝑠 =
(100−𝐿𝑎)

100
∗ 𝑇𝑝𝑎𝑠𝑠 ∗ 60 =

1

100
∗ 6 ∗ 60 = 3,6 𝑠𝑒𝑐𝑜𝑛𝑑𝑠

2. Data Lost in Packet store case: 𝐷𝑙𝑜𝑠𝑠_𝑝𝑠 = 𝑅𝑑𝑙 ∗ 𝑇𝑙𝑜𝑠𝑠 = 1.8 𝐺𝑏𝑝𝑠 ∗ 3.6 sec = 6.5 𝐺𝑏𝑖𝑡 (0.8 GB)

3. Disruption / Burst events: 𝑁𝑒𝑣𝑒𝑛𝑡 =
𝑇𝑙𝑜𝑠𝑠

𝑇𝑇𝑢𝑟𝑏
= [

3,6 𝑠𝑒𝑐

1 𝑠𝑒𝑐
] = 3.6 = ~4

4. Number of Files transmitted per burst event 𝐹𝑒𝑣𝑒𝑛𝑡 =
𝑅𝑑𝑙 ∗ 𝑇𝑡𝑢𝑟𝑏 

𝑆𝑓𝑖𝑙𝑒∗8
+ 1 =

1.8 ∗1 

1 ∗8
+ 1 = 1,225 = ~2

5. Number of impacted files during passage 𝐹𝑖𝑚𝑝 =  𝐹𝑒𝑣𝑒𝑛𝑡 ∗  𝑁𝑒𝑣𝑒𝑛𝑡 = 2 ∗ 4 = 8

6. Data lost in Class 1: 𝐷𝑙𝑜𝑠𝑠_𝑐1 =
𝐹𝑖𝑚𝑝∗ 𝑆𝑓𝑖𝑙𝑒

2
=

8 ∗1 𝐺𝑏𝑦𝑡𝑒

2
= 4 𝐺𝑏𝑦𝑡𝑒

7. Ratio of data lost 𝑅𝑅𝑎𝑡𝑖𝑜 =
𝐷𝑙𝑜𝑠𝑠_𝑐1

𝐷𝑙𝑜𝑠𝑠_𝑝𝑠
=

4 𝐺𝑏𝑖𝑡

6.5 𝐺𝑏𝑖𝑡
= 4.9

8. Unavailability in Class1 𝑈𝐶1 = 𝑅𝑟𝑎𝑡𝑖𝑜 ∗
(100−𝐿𝑎)

100
= 4,9 ∗

100−99

100
= 4,9%

9. Equivalent link availability CFDP Class 1 𝐸𝐿𝐴𝐶1 = 1 − 𝑈𝐶1 = 1 − 4,9% = 𝟗𝟓, 𝟏%

10. Data Availability: 𝐷𝐴𝑀𝑖𝑠𝑠𝑖𝑜𝑛 = 𝑆𝑎𝑡𝑒𝑙𝑙𝑖𝑡𝑒 𝐴𝑣𝑎𝑖𝑙𝑎𝑏𝑖𝑙𝑖𝑡𝑦 ∗ 𝐸𝐿𝐴𝐶1
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▪ Further calculations:

▪ Conclusion: The average file size in Class 1 shall be 
chosen in order that the resulting „ 𝑬𝑳𝑨𝑪𝟏 * Satellite 

Availabilty“, is compliant to the Mission data availability 
requirement.

▪ Can be reached by either: 

− a file size equal to the defined average

− a defined writing time in order to have an average size 
equal to the defined average

RESULTS FOR CFDP CLASS 1
EXAMPLE (CLASS 1)
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Input Data Equivalent link availability CFDP Class1

Input data and assumption in case 1:

• Link availability: 99.8%

• Pass duration: 6 min

• Downlink data rate: 1.8 Gbps

• Average file size: 1 GByte

• Duration of average weather turbulence: 1 sec

• Ground is able to reconstruct part of the file

95.1%

Only changed input with respect to case 1:

“Duration of average weather turbulence”, from 1 to 3 sec

97.5%

Only changed input with respect to case 1:

“Average File size”, from 1 GByte to 1.5 Gbyte

92.6%

Only changed input with respect to case 1:

Ground discards the whole file in case of a lost PDU

90.1%

Only changed input with respect to case 1:

Ground reconstructs the whole file

99%



RESULTS FOR CFDP CLASS 2
TRANSACTION TIMING MODEL
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▪ Class 2 (closed loop):

− Equivalent link availability of 1

− IF there is a positive link budget and time margin

➢ Smaller Files create more overhead

− Higher Number of transactions

− Open transactions limited by CFDP Source (PDHU, OBC…)

− Latency of closure due to Ground TCs

➢ Better to use large files (?)
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RESULTS FOR CFDP CLASS 2
EXAMPLE (CLASS 2)
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▪ Assumptions for Class 2

− File sizes are averaged 

− Interleaved

− Better use of the downlink

− Smoother transaction management 

− Reduced risk of reaching open transaction limits

▪ Latency:

− total round-trip delay

− onboard queuing and transmission delay

− propagation, reception, and processing delay on the ground

− the uplink delay for the acknowledgment to reach the spacecraft

▪ Goal:

− Optimize for a medium number of not closed transactions.



RESULTS FOR CFDP CLASS 2
EXAMPLE (CLASS 2)
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1. Duration of downlink time in minutes 𝑃𝑑𝑙 =

𝑉𝑑𝑎𝑡𝑎
𝑅𝑑𝑙

60

2. Time to close transcations  𝑇𝑟𝑐𝑙 = 𝑃𝑑𝑙 ∗
60

𝑁𝑓𝑖𝑙𝑒𝑠

3. Not closed transactions   𝑇𝑟𝑛𝑐 = (𝐿/𝑇𝑐𝑙) + 1

− Worst Case (peak)  𝑇𝑟𝑛𝑐_𝑝 = 𝐿 ∗ 𝑁𝑓𝑖𝑙𝑒𝑠 ∗
𝑅𝑑𝑙𝑜

𝑉𝑑𝑎𝑡𝑎
+ 1 + 𝑀𝑓𝑖𝑙𝑒𝑠 

  

▪ 𝑁𝑓𝑖𝑙𝑒𝑠 = 100; 𝑀𝑓𝑖𝑙𝑒𝑠= 10; 𝑉𝑑𝑎𝑡𝑎 = 534 Gb; 𝑅𝑑𝑙 = 1.8 Gbps

𝑉𝑑𝑎𝑡𝑎 = Stored volume to be downloaded
𝑅𝑑𝑙 = Data Download Speed [Gbit]

𝑁𝑓𝑖𝑙𝑒𝑠 = Number of files to be downlinked 

in one orbit (Mission data)
𝐿 = Latency [seconds]

𝑀𝑓𝑖𝑙𝑒𝑠 = Number of files to be downlinked 

(out of family, e.g. TM from OBC)

Total Delay 𝑇𝑟𝑛𝑐 𝑇𝑟𝑛𝑐_𝑝

3 sec 3 13

6 sec 4 14

8 sec 4 14

13 sec 6 16



CONCLUSIONS & OPEN WORK
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▪ Conclusions

o Class 1:

▪ The Equivalent Link Availability quantifies how file size and link outages affect effective data availability.

▪ Smaller files reduce the amplification of physical losses.

o Class 2:

▪ Data availability is near 100 %; performance depends on latency ( 𝑇𝑟𝑐𝑙) and the number of open transactions.

▪ A small, stable number of open transactions confirms proper CFDP operation.

o Together, these models provide a comprehensive framework for analyzing and comparing CFDP performance.

o File size depends on mission needs, Bandwidth and also Instrument / Onboard Data rates.

▪ Open Work

o Extend the model to variable file size distributions (non-uniform file sets).

o Include dynamic channel conditions (time-varying turbulence statistics).

o Implement real CFDP simulation to validate analytical assumptions.

o Investigate automatic file segmentation/adaptation based on real-time link feedback.
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PATRICK BIHN, 15.10.2025

ANY FURTHER POINTS OR IDEAS?

 

G. B. DE GIORGI, C. LEGENDRE, P. BIHN
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CONTACT US AT:  HTTPS://WWW.OHB.DE/EN/CAREER

or Patrick.Bihn@me.com



THANK YOU!
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OHB SE
Manfred-Fuchs-Platz 2-4
28359 Bremen
Germany
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