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ABSTRACT

Simulators have become essential for space systieoms;design to operations phases many differenukitors are
used. However, the requirements of each of theselators are very distinct. In order to central2RES (Centre
National d'Etudes Spatiales) knowledge on simuatipics and to reduce costs, efforts have beeunstat on the
development of one single platform for all sorts sifmulators and test beds; this platform is BASILERse
d’Applications pour Slmulateurs et Logiciels d’Etude Systémes complexes). This paper will descthbalifferent
use cases of BASILES, it will be focused on thellehges to overcome and the solutions adopted @eing

different space programs, inside CNES but alsoideits

INTRODUCTION

Simulation is a key element in the validation chsp programs. It is present in all phases of feeyicle of a project.
For this reason, the Centre National d’Etudes 8festi(CNES), and in particular the simulation depant, has since
several years now the goal of promoting model amdilstion reuse among space programs and amondiffieeent
simulators that are created during the lifecycleagdroject. To reach this aim, a common simulaptatform named
BASILES (Base d’Applications pour Simulateurs eglaels d’Etude de Systémes complexes) has beeleimented.
More than a simple software tool, BASILES providesiethodology and a standard for CNES simulation.

Nowadays BASILES has achieved a good level of ntgturumerous kinds of simulators have been deweddpased
on this platform. Main applications on CNES side #reStudy Simulatoréor prototyping and algorithms definition as
well as theTraining Operations and Maintenance Simula{@OMS) for operations training and ground segment
qualification. Furthermore, it has been used oet§I8IES in other simulation contexts that are deddilere after.
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Figure 1: BASILES main use cases



BASILES

BASILES is an open softwai®imulation Frameworkvhich allows representing complex systems withatigtte event
simulation. It comprises:

e Aruntime environmentBASILES kernglin charge of time and schedule handling, loggevise, integrators,
processor emulator management, distributed sinomdteatment, etc.

» A Toolkitto help in the design, configuration, executiod aesults analysis of simulators.

»  Other specific features suchldEA (High Level Architecture) Servider simulation distribution providing the
possibility of models communicating when executeddifferent BASILES kernels oBimulink wrapperin
order to reuse in BASILES models developed thrddgiab/Simulink.

BASILES core is in C/C++, the scripting language fest execution is Tcl and MMIs are in tk. The reltidg
framework allows developing models in different garter languages. The operating system is Linux;ewawit is
possible to use it from other operating systemsguaivirtual machine.

BASILES infrastructure offers a “standard” for tlsemulation development and execution. It defines type of
interfaces, the way in which models can be conueségween them and with the kernel, the differentises available
in the kernel, the mode in which the simulator banconfigured, etc. From now on, it will be refefres BASILES
standard even if it is not an official standardeTifoolkit mentioned above is based on this standard

From the very beginning, one of the goals was Hpgtalisation and the reuse. In fact, BASILES isdzhon previous
CNES simulation infrastructures (mainly SINUS, PREBand MACSIM), assembling and improving featuigased
on previous feedback, BASILES was conceived in sualay that it could meet the requirements of tivl& of user’s
profiles: novice userand advanced userFor the first category, it was important to frieem from programming
language and BASILES software specificities. Thalsfunctionalities are accessible by MMI and bynfatted ascii
files and there are code auto-generation facilitiebng interfaces with BASILES kernel (the interés between the
models and the kernel are generated by BASILEitodliring the compilation); models developed itls@a way are
calledElementary ModelHowever, a pattern must be respected which lithi#ssoftware operations. In the other hand,
for the advanced users, almost everything is plessibbe user can go to a lower level in the archite to control the
scheduling or other main services of the simulatide has also a scripting language in order toratewith the
simulation. However he shall manage all interfasith BASILES kernel. This kind of model is call&becialized
Model Even so, the user can start building an elemgmtadel and after “specialize” it.

Another objective was to focus on the core of theufation activities, externalising functionalitighat could be
potentially shared with other disciplines. BASILE®uld just provide the interfaces to be able teriatt with these
external tools. This is the case of VTS (VisualmatTool for Space Data in 2 and 3-Dimensions), sehdirst
beginnings were part of BASILES, as well as PrdstipR tool to display and manipulate graphs frats ®f data in 2-
Dimensions. Both tools are at present widely usednultiple contexts and for BASILES projects theyyde an
invaluable help to examine the simulation in readliffered time.

In addition to a simulation framework, BASILES i@ amodel libraryin order to promote model reuse from one
project to another (even inside the same projeut]) ta share and perpetuate CNES expertise. Thigrjibincludes
models in Fortran (for historic reasons), C, C+d dava. All of them are executable in BASILES kérne

BASILESAND SM P2

As it has been said before, BASILES has its owndsted for the simulator development and execufldns standard
differs from the SMP2 standard (Simulation ModektRbility, version 1.2). However, in order to belalo reuse
models developed by different partners, a softveamponent has been developed in BASILES to proaihptation
of the SMP2 interfaces to the BASILES interfacebe Tole of this component is to hide SMP2 specificsn the
BASILES infrastructure. This component is cal®llP Service

SMP Service is a BASILES run time software compaémeicharge of:
* Mapping equivalent concepts between BASILES and 3MP
* Provision of SMP2 infrastructure services whichaoeavailable in native BASILES (e.g. Event Mamage
» Handling of SMP2 artefacts used to load and inégah simulation (catalogue, assemblies, etc).

The SMP Service architecture overview is illuststere below:
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Figure 2: SMP Service in BASILES

BASILES does not include tools to support the desifSMP2 models or the generation of any of SMR&facts. For
this purpose, CNES must use ESA tools like UMF {drsal Modelling Framework).

SMP service is compliant with SMP2. Additionallyyalso supports two extensions of the protocol:

e Support of the E-TM-40-07 Configuration file.

e Automatic data propagation.
The second point is really important when workinighwiield links, otherwise the simulation run tineenfiguration
becomes too much heavy and almost unrealizable.obfextive is to automatically propagate the vadfi@n output
field to the connected input fields. This will allpfor instance, insuring that a receiver model lsawve the latest value
of a field when triggered via event or interfageks.

To cope with the automatic data propagation, BASLEses a modified Model Development Kit, which &led
MdKDP. It implements the classic SMP2 interfaces andSMP2 interfaces extension, which we call ExtDP.sThi
extension provides the needed interfaces to suppddmatic data propagation. It is the intentiontttd CNES to
submit and present this extension for considerdtiothe SMP ECSS WG. The principle of this MdkDmhsists in
making all SMP2 model fields C++ objects typed by+Cclasses (instead of simple fields of type Smipat64,
Smp::Int32, as in SMP2). The class will encapsutditéunctionalities that allow an automatic dategagation of the
field when updated (storage of connected inputifieind updating notification).

Mixed simulations with SMP2 models and BASILES watimodels are possible with some limitations. Int,fa
BASILES models may be present and running in palralith SMP2 models but connections between bathnat yet
feasible.

BASILESAND ISIS

ISIS (Initiative for Space Innovative Standardshiset of specification documents established b¥E&NAirbus DS,
and Thales Alenia Space, with the goal of ratiaiadj space housekeeping services, from on-boarghegunt to in-
orbit operations, and with the ultimate goal of @asing overall mission costs. Unlike previous piaidines, ISIS
objective is not to create a new product, but teeethe convergence of existing industrial produntd towards
something more reusable, and fitted to both CNESpime contractors customers’ needs (instituti@mal export).

From a simulation point of view, ISIS defines usequirements for the TOMS, these requirements miné with
propositions made by SSRA (Spacecraft Simulatiofef@ace Architecture) concerning simulator architex and the
conformance with SMP2 standard amended by the aitondataflow propagation is imposed. Indeed, ISIS
“completes” SMP2. SMP2 defines the kind of compumgerfaces between models, but to really exchangdels is
necessary to go further and to specify the “fumald interface. For this purpose, two simulator Gfieations have
been carried out around the TOMS (see [1] anddRore details). The first specification is foadig the following
kind of requirements: functional, architecture atebign, operational and management. The secondrdotus an
interface specification. Its purpose is to allovelganges of simulation models, models data andaederruns between
the different partners via well-defined interfacésllowing interfaces are covered:

» System Interfaces: electrical interfaces betweer@BC model and the equipment models.

« External Interfaces: between the spacecraft simutaid the external world (TM/TC).



» Physical models interfaces: spacecraft environraedtdynamics model interfaces.

» Central solver interfaces.

 Models and Models Data exchange Interfaces: spatifin of the exchange of models and associateal dat
(including reference runs).

Considering the existing inter-model communicatioechanisms in SMP2, two different approaches haea befined
for the System Interfaces:

» Use of Event and/or Field Links (see [3] for mometadls about this SMP2 mechanism). This approach is
mainly used in the simulators developed by Thalkid Space for CNES; their simulation platfornmiere
adapted to this kind of interface.

» Use of Interface Links (see [3] for more detail®atthis SMP2 mechanism). This approach is maisbdun
the simulators developed by Airbus DS for CNESijrtBemulation platform is more adapted to this kiofd
interface.

In practice, a good level of convergence has behieeed with the partners for the System Interfadd® rest of
points are more subject to discussion and mustib®mized for each new mission.

Taking into account the importance and convergeteSystem Interfaces, there are works in-progressntarge
BASILES model library to include models for eachdiof System Interface as well as example modelsgger and
consume each interface.

SIMULATORS AROUND BASILESINSIDE CNES
As it has been said before, main BASILES applicatiside CNES are the Study Simulators and the TOMS

In the analysis and design phase, BASILES has bsed to implement mathematical algorithms in spedémains
such as Attitude Orbit Control System, Electriddiermal, etc. In this context, the models have lmmreloped by the
own subsystem experts and the process is realftiite. The challenge was to provide to the arclsta user-friendly
tool. Another goal was to reuse these models ér latoject phases.

Different demonstrators have also been createchébyse “new” concepts or components like the gStgetin-board
autonomy or the distributed simulation for satedliin formation flight.

BASILES has also been used with hardware in thp,lém example to validate on-board software.

However, main BASILES application remains the TOMSed for the ground system qualification and djra.
Some of these simulators are SMP2 based and otiner8ASILES based. The SMP2 approach is requireenwh
working with external partners.

Simulators Based on BASILES Standard

Most of CNES Study Simulators are developed usatiya BASILES. In fact, we master it better than BMstandard
and we consider it easier to implement, abovehalhks to the notion of Elementary Model. This lesElmodel is
generally sufficient for Study Simulators and sames also for TOMS. In addition, our entire Tooligtoriented to
this standard, therefore there are much more hglpols. To develop complying with SMP2, externabls not
mastered internally must be used.

In addition, our model library is basically compdsaf BASILES native models. It is a normal choicetity to reuse
them to reduce costs and development time. Eachsimaulator contributes to enlarge BASILES modetdily; on one
hand, improving existing environment models andtbe other hand adding new specific models. Thetiagis
environment and orbit models are shared by mostiofmissions.

Next sub-sections describe in more detail soméegpplications based on BASILES standard.
CSO AOCS simulator

CSO program is a French military observation s#efbr image acquisition and processing. FromBhphase, it is
important to have an environment, dynamics and A@@Gipments models as much representative and adecas
possible.

For AOCS study activities, it is essential to casty temporal simulation of spacecraft in ordeatalyse, validate and
improve the algorithms of on-board attitude estioratand attitude control. These activities allowdsting and
analysing the performances of a space mission. I8torg have to be very accurate at dynamics and lenel. To
answer to these requirements, the AOCS engineerstoechave a simulator with the following features:



* Model development/modification must be simple anitk) (basic computing knowledge shall be required).

« User-friendly tools.

* Execution as fast as possible.

e Hundreds of runs with sweeping variables.

* Results analysis in differed time.

* Reusable models (study simulators tend to be dpedln an incremental and iterative way startinthview
and relatively basic models).

As BASILES framework answers to all these requesterms of model development, simulation at higbgtiency
(128 Hz) and representativeness and as BASILESdvoelused for the CSO TOMS, it was a natural chtuceake
BASILES. CSO AOCS simulator is based on native BASS and is exclusively composed of Elementary Medel

It is important to highlight that this simulator svdeveloped by the AOCS department; the simulatepartment was
just in support in case of problems using BASILBSthe beginning there was a tighter collaborati@tween both
departments but the AOCS team quickly took over BEAS functionalities and they became completelyaatous.

Thanks to their feedback some improvements wereeniiadhe feature in charge of the generation/mamagé of
hundreds of tests sweeping a group of specificabdes to turn it completely operational. The baiption relative to
the simulator execution was also included by thesjuest.

MEDON and SNOB

In the context of NOSYCA (New Operational SYstenn foe Control of Aerostats) a hybrid simulator aadull
numerical simulator have been developed to trarofierators and to validate the new balloon system.

MEDON is the hybrid simulator used for the on-boauftware validation as well as for the ground segim
qualification in NOSYCA program. It is the first M5 using BASILES as well as the first BASILES applion with
hardware in the loop. Concerning simulation, NOSY@aject was looking for:

< A high level of representativeness with respec¢héoreal system.

* Means to validate the real on-board software.

e Means to qualify the ground segment.

« Implementation of specific situations and/or fadlsihard or impossible to observe in nominal coméijon or

without damaging equipment.

The figure below shows the NOSYCA system and theéDX@B architecture.
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MEDON is composed of:
e The balloon flight dynamics model which takes iatount the wind profiles and the environment.
e The on-board equipments numerical models (actuasmssors and communication means), representative
from a functional point of view as well as regagltheir communication with the OBC.



e MIS hardware (particular configuration of the OB real on-board software.
e A FrontEnd in charge of the communication betweemerical and hardware components.

MEDON numerical models implement BASILES standaitipf them are Elementary Models which has allowresr
development in record time. MEDON is executed fBASILES framework generic MMI, none specificity hasen
necessary.

Taking into account that it was the first operasibmpplication, some improvements were necessangerning
interfaces with other systems. This is the cagh@{Calibration Service in order to manage polyradsnand tabs files.
Some amelioration must still be done for the irsteef with the project data base, the contexts mamagieremains a
little bit arduous. It must be emphasised that MBDI® operated by NOSYCA project team; the simulatiepartment
just provide support in case of problems. Thereftire functionalities must be intuitive and useesidly. For this last
point, there is work in-progress to improve GUI @ptics, main interface for the operators to infedtres.

Nevertheless main difficulties have come from tledware component. Some bugs have been fixed aungethe
context saving/restoration as well as PPS time leymisation. However some improvements might bllperformed
if one day equipment with hard real time constaimteds to be connected to a BASILES simulatofadhthe time is
guaranteed with respect to a fix reference whiahlwa configured; this approximation could be ndfisient in some
cases. There are solutions like an external cdetrof clock which will be more suitable to mandge time in a more
accurate way.

In a second time, NOSYCA project realised thatatild be useful to have a simulator that is easyansport and to
deploy in order to train the operators and to penfoperational qualification tests during the baliaccampaigns; these
campaigns take place all over the world. In thistegt, the best solution to free them from hardvamestraints was to
develop a full numerical simulator; this simulaterSNOB. SNOB has reused as much of models from ®EDs
possible, however some equipment models have hbd tedeveloped as they have not conceived initialthis kind
of simulation. It would have been necessary to isgpahe functional part from the system interfpeet, in order to
share the functional part between MEDON and SN®B;system interfaces remain specific to each kfrelroulator.
Additionally, in SNOB the real on-board softwarestmeen replaced by a functional software devel@seHlementary
Models. SNOB has progressively replaced MEDON fuerational qualification; nevertheless MEDON igptaceable
for the validation of the real on-board software.

The NOSYCA team is really satisfied of MEDON and@Blbehaviour. The best recognition is that a nesygut for
another kind of balloon is on-going and will use same approach as NOSYCA for simulation conceéknsew full
numerical simulation and a new hybrid simulatord wé developed based on the BASILES platform repagsimuch of
models as possible from MEDON and SNOB.

ARGOS

ARGOS program is a satellite-based system whiclects], processes and disseminates environmentalffrden fixed
and mobile platforms worldwide. Several ARGOS ianstent payloads are already deployed on various ddvit
satellites such as NOAA, METOP and SARAL. Its wadel increasing use generates the need for additiodshigher
performance of ARGOS instruments. A new generatibthe ARGOS instrument and beacons is under dpusat.
By consequence, a new simulator was needed toavaliie new designs and to ensure the global systefiormance.

The main challenge for this kind of simulator wasathieve a good level of performance simulatingeriban 40000
objects (e.g. 7 satellites, 10 ground stations,0800eacons). Overall simulation performance needsxteed fifty
times real-time to allow the execution of test sg@s spanning several days in a reasonable tm@orhe cases, nearly
half a million events per second need be processed.

The starting point for this simulator was native ®IRES using Elementary and Specialized Models. Haveasome
improvements have been necessary at scheduler tevebpe with the great number of events. BeforeGARS
simulator, BASILES scheduler was based on a “liétévents. Events were ordered by date, next lyripriand finally
by posting order. However, this architecture doesailow achieving the performance imposed by ARG®&ect
where at any given moment there are more than 1@9éfts in the scheduler; the events themselvefaréime-
consuming, however as there are a lot of evenis tlite time passed to insert/look for them whieledmes penalizing.
To overcome this challenge a new scheduler has t@seeived. This new scheduler is based on a “riregtead of a
list. In the case of a map, a tree is built, evevite same date and priority are ranged in the saraech, and each leaf
is an event; this new architecture reduces the ton@sert a new event when there are already aflthem in the
scheduler. The map structure is suitable for sitowdalike ARGOS (more than 10000 events at a givestant).
However it is not optimal for simulators with a fe@ns of events in the scheduler at a given monietijs context the
map scheduler will degrade the performances foretrent insertion/research (this is the case fortrobsur Study
Simulators as well as for the TOMS). For this Istiation, the scheduler based on a list remainse radequate.



Consequently, both kinds of schedulers are at ptemenilable in BASILES platform, the user can chodetween
them in the simulator configuration; by defaultisithe scheduler based on a list which will beduse

The new scheduler has implied a lot of modificadiat Monitoring Service level. We have taken adsgetof this
situation to rebuild the Monitoring and make it manodular. The Monitoring Service has one main daleg and it
can contain several secondary schedulers. It cam ialclude external schedulers such as the ongsramessor
emulators. In addition, the Monitoring Service caisgs complementary modules in charge of eventitaggevent
statistical analysis ...

In addition to improvements at scheduler level,hsacsimulator needs also special tools to creaetttbusands of
models, to follow and control the execution of test scenario and to collect the test results imdnureadable forms,
such as maps, histograms, statistics ... Spedifitstand GUI have been developed for this purpB&SILES MMI
was too much generic.

Simulators Based on SM P2 Standard

Most of CNES TOMS are ISIS compliant and thus SMB@&pliant. The TOMS is part of the ground segmeuct iais
under CNES responsibility. The majority of TOMS retslare delivered by the satellite contractor.det the prime
contractors also need numerical models for the §8Bftware Validation Facilities) and the AIT (AssSeiy
Integration and Test) facilities which are undezitliesponsibility; the CNES choice is to integrtitese same models
in the TOMS. Therefore, the numerical models mu#il fthe requirements of all these kinds of sintats, TOMS
usually implies additional error injection caseseTintegration of the TOMS also includes some CNE&lels
developed internally, such as physical models (dyos and environment) and models in interface i ground
segment. For the integration, CNES is supportedrbintegrator contractor (Spacebel at present).S\He and the AIT
are performed in the satellite contractor’s simatatplatform, while the TOMS is executed in BASILESntime
environment. This means that the only way to exgbamodels is to agree with a standard independenien
simulation platform; consequently, ISIS and SMP2eha main role in this context.

CSO TOMS

The CSO TOMS is the first simulator at CNES basedSiS and SMP2. Airbus DS is the prime satelliatcactor of
CSO. In this context, they have delivered standal8MP2 models to CNES (OBC, power, actuators amdose
models). They have developed the models using siraumlation platform SimTG and they have validatieeim in their
platform but also in BASILES infrastructure. Thesedels have been integrated by CNES and Spacebmeliteo the
TOMS.

Taking into account that it was the first operatibexperience at CNES based on SMP2, some updates been
necessary at BASILES and SimTG level with respetihé implementation of SMP2.

One of the particularities of the models delivebgdAirbus DS is that only the top level models aregrated using
SMP2 mechanisms; the sub-models used dedicatedsrb@sed on SImTG. In addition, the top models adwse the
SMP2 software interface when there is an asynclu®behaviour to be simulated (vs SMP2 event aid &ipproach).

The fact that only top level models use SMP2 meigmas has some advantages and inconveniences. Graadethis

approach is probably more efficient in terms oftigisation time and runtime performance, it alsmluces the
complexity at configuration level (a part of thesambly is hard-coded in the sub-model code). Orother hand, this
method reduces the visibility of sub-models wheingisther infrastructure than SIimTG (e.g. connexgiat sub-model
level are not published). To mitigate this limitatj Airbus DS delivers complementary SMP2 servgeas to be able
to overload a variable at sub-model level or tonem an external model to a port at sub-model level

The CSO experience feedback shows that the modblaege is really efficient thanks to ISIS and SMAgwever
there are some limitations/differences concernlivegservices at infrastructure level in order teratt with the models.
One additional effort is the cross validation of dats between different infrastructures due to tifeerént test
languages used (e.g. Java for SIMTG and Tcl forIBBS). The last point to be highlighted is that tenfiguration of
assembly and schedules files remains really labsrio

Myriade Evolutions

Myriade Evolutions program aims at developing andlidying a platform for the period 2015-2025 fatteallites in the
range of 400 kg. The project is carried out intpenship between CNES, Airbus DS, and Thales AlSpiace. It is the
next generation of the Myriade product line (platfofor microsatellites). This new platform will kevailable for
scientific, defence and industrial applicationsstJike the first generation, low cost, adaptapifind short planning are
the main drivers of the program. The principal immments are the increase of capability in termmads, power and



data flow but also in terms of reliability (0.5 exft7 years) and agility (30deg in 30s). Moreoveyriitle Evolutions
will be compliant with ISIS.

Such a platform requires the development of ten neits that will complete the own product lines tbe three
partners. Nine of these ten new units imply a nenukation model (S-Band, X-Band, Reaction Wheebrision,

GNSS, Mass Memory, PCDU, Battery and Solar Arraty®se new models will potentially be used in thé&nd the
TOMS of the different missions. As working with extal partners, the strategy is the use of ISISSM&2 standard;
the development will be made using ESA tools arduilidation will be carried out in BASILES on CNEg&le; the
validation in our partners’ platform will be camieout by them during the SVF of the missions basedViyriade

Evolutions. The specifications are co-written bg gartnership and the models are developed by BebBelgium in

the frame of a French-Belgium agreement. This tithe,whole model will be SMP2; this approach haslinefit of
being really generic, the models as well as thersatels are completely accessible in any platfoommliant with

SMP2. However we must keep attentive to performsuace configurability awkwardness.

MERLIN TOMS

MERLIN (MEthane Remote sensing Lidar missioN) ifoat French-German cooperation, dedicated to tletheme
monitoring at a global scale. As it is the first Nygle Evolutions application, the in-flight quatifition of the new
platform will be demonstrated throughout this massi

The payload unit and its numerical model are predidhy Airbus DS Germany. The platform and the nucaér
platform models are delivered by Airbus DS Frariddedels are ISIS compliant and developed using Sinf@xgept
for the models coming from Myriade Evolutions); thalidation is carried out in SImTG and also in BRSS.

Concerning the TOMS integration, the context isilsinto CSO except by the fact that there are tldifferent model
suppliers; however it is not the case for the S\Rducted by Airbus DS where “external” models cogfrom

Myriade Evolutions will probably also be used (iasp programs the SVF was completely carried ouh witernal
models to Airbus DS). In this situation models joergly validated in BASILES will be later integrdtend validated
in SIMTG (in CSO the exchange was always in therottay around). This new application case will suimply

some new updates in BASILES and SimTG with respe&MP2, but it will also show the level of matyrif both

platforms regarding SMP2.

Other TOMS

Among the different activities in-progress, ther@l Wwe a new TOMS at CNES for which Thales AlenipaSe is
developing models with their simulation platform Kt will be later encapsulated into an SMP2 mdolel/alidation
in BASILES. This will be the first operational apgation at CNES using models developed with K2 aathpliant
with SMP2. The models will also be ISIS complianiidwing the event & field link approach with thetamatic data
propagation (not in SMP2 at present). This lashp@ really relevant, without the automatic datagagation the
simulator configuration becomes almost impossible.

In addition, in this same simulator, there willatse models coming from Airbus DS. Originally, AidDS and Thales
Alenia Space have different approaches for SMPZhar@isms (see previous section BASILES and ISISthisframe,
SimTG will be updated to include a wrapper to adbptsoftware interface into events and fieldsb@aonfirmed).

SIMULATORS AROUND BASILESOUTSIDE CNES

Outside CNES, BASILES is used for SVF in the MTGefibsat Third Generation) project, and soon for BRG. To
cope with the requirements of such a simulator, BES functionalities have been extended; this iegplfor the
example the support of multiple gdb OBSW debugdieas can set breakpoints while all the surroundiimgulator
facilities such as test languages, quick viewspsgection, TM/TC interfaces..., remain active. Theseulators are
SMP2 based and they are developed by Spacebel.

Additionally, the French General Delegation for Amment (DGA) has also used a prototype based on B&SI
standard for helping in the configuration and gz their test devices.

Furthermore, there are on-going investigationstieruse of BASILES in other application fields sashFDIR (Fault
Detection, Isolation and Recovery) and reliabibfynulation, road traffic simulation and traffic jamanagement. In
fact, BASILES approach is not specific to aerospaue it can be reused in other domains.

MTG SVF

For the realisation of the MTG SVF, OHB has choseruse the SMP2 modelling standard and BASILEShas t
underlying simulation infrastructure.



For an effective development cost and in ordeulfil the planning constraints, it has been spitbitwo parts:

Simulation Framework (SF): an infrastructure thatludes the simulation infrastructure (i.e. BASI)E®d
related simulation services and models (e.g. CESribdels). In addition, the SF contains the MTG SMU
model, an SMP2 model which is provided by Termaiandtegrated to run in BASILES by Spacebel.
Equipment Models: SMP2 models, to be developedratgdg. They are meant to integrate together with t
Simulation Framework (i.e. the models will in finen on BASILES within the SF). The equipment modets
developed based on the SSRA approach (an Equipmedel has an Operational submodel, a Functional
submodel and System IF Layer submodel).

Below is an overview of the MTG-SVF design architee:

Project Specific Library

CDT (Test Driver)
Test Support Library

Qt graphical panels
(Project Specific Library)

Visualisation
Control
Panels

EDEN
<:::®: CCS/IF
e
ISIS IF

(TM/TC)

(incl. UTOPE impl)

Simulation process

Equipment Models

System I/F
Line

BASILES

Figure 4: MTG-SVF architecture

It is to be highlighted that the connections betwélee OBC model (here the SMU) & the Line Modelstige
Equipment Models are following the ISIS standandSgstem Interfaces.

Strong points of using BASILES:

Simple and lightweight simulation kernel.

Rich user interface for test driving, managemeuit r@sults exploitation.

Rich set of simulation user services, e.g. samplgugveillance, plotting (real-time and offline)railation
variables, quick views, powerful error injectionchanisms...

Fine integration of the emulator and the simulatsshedule, which allows synchronising the emul&toe

line and the simulation time line (100% timing ay for handling the telecommands in the OBC mpdel
BASILES script language is Tcl, which is designed fests and which is the same language as in SCOS
(SpaceCraft Operating System) based CCS systenis.allbws reusing the CCS test scripts in the SVF
simulator by providing a pTOPE implementation oa 8VF.

Non-intrusive & symbolic debugging with an extert@dl (e.g. GDB) & map file.

Lessons learned and points to improve:

CEAO

The UTOPE implementation using SIMPACK library ist rsufficient to support all SCOS MIB (Mission
Information Base) features used in MTG.

The uTOPE implementation within BASILES can furtlseipport for real CCS uTOPE features (i.e. not all
options are supported).

The Design Test Computer-Assisted (CEAO) projedhefDGA aims at offering a software tool whichifitates the
definition and the pre-configuration of the tesvides; the objective is to determine if a givenfoguration of the test
devices is adequate for a specific real missiam (etermining the number of necessary radars).

A first prototype of the CEAO tool was carried dat DGA based on their own simulation tools and loa planet
exploration open software World Wind (NASA propértiiowever this prototype did not conform to thenss major
requirements of the future CEAO tool.



DGA started looking for new solutions and BASILE$aared as a possible candidate. Most of the mmeints were
the same as for CNES Study Simulator; the majdemdihce was the interface with World Wind inste&¥8S.

In order to confirm this new approach, a secondqgbype was requested based on BASILES. Spacebehvadmrge of
the development of this prototype. The solutionsisted of:

» Conceiving a GUI, dedicated to CEAOQ, to enableasyeaise of the BASILES concepts.

» Keeping the World Wind application and completihftést configuration and real-time visualization).

» Defining a general controller to manage all theredats of the CEAO tool at the same time.

» Developing BASILES Elementary Models for each elatremnstituting the simulation.
As for ARGOS it was important to have specific GBASILES one was too much generic.

During the development of the project, there weoenmajor difficulties; the only one to be highligttevas the
difference in the vocabulary between BASILES cosegmd DGA ones which implied to establish a cqoeslence
between both. The prototype demonstrated that BESIEully meets the simulation needs of the CEAQqmowith
our turnkey solution.

CONCLUSION

At present, BASILES is successfully used in margcspprograms, inside CNES but also outside. Ther8ASILES
simulators in all project phases. However its mapplication remains the TOMS; study simulators téoduse
Simulink more and more.

Concerning SMP2 and ISIS, they have a main roleun simulation activities, it has been demonstrdtet they
provide an inestimable added value. However, neatking group around SMP2 should consider the diffier
limitations addressed in this paper, above altfierautomatic data propagation. In complement té®*3Mhe additional
standardisation effort relative to ISIS and SSRAGpletely necessary to ensure an efficient medehange. We
should continue working along this line. For exagmplith respect to ISIS, some progress can be uhothe area of the
physical and central solver interfaces to reallycsy and fix all of them.

For the future, there is a working group around BASS to define the next generation of the infrastuwe (BASILES
NG). Among the objectives, it is important to kemprent modularity and multiple functionalities kvithe good level
of performances of the kernel; however an upgrddbeotechnology is imposed (computer languagesnd)adeeper
integration between native BASILES and SMP2 is meagy, including the design phase. In additiontettege some
R&D actions to try to improve the simulation perf@nce in order to cope with the quantity and fregyancrease of
on-board CPUs.
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